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Predicting three-dimensional genome
structure from transcriptional activity

Peter R. Cook

We would like to be able to predict how genomes are folded in the cell from the primary DNA sequence.
A model for the three-dimensional structure of all genomes is presented; it is based on the structure of the
bacterial nucleoid, where RNA polymerases cluster and loop the DNA. Loops appear and disappear as
polymerases initiate and terminate, but the microscopic structure is ‘self-organizing’ and, to some extent,
predictable. At the macroscopic level, transcriptional activity drives pairing between homologous sequences,
inactivity allows genome compaction, and the segregation machinery orients whole chromosomes.
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We now know the genomic DNA sequences of various organ-
isms, including humans, but little about how those genomes are
folded in a cell. These foldings pack genomes tightly; human
DNA has a contour length of roughly 2 m and must fit into a
nucleus with a diameter of roughly 10 µm. Several interrelated
properties of genomes (that is, the DNA and associated proteins)
further complicate analysis of their three-dimensional (3D)
structure. First, genomes are so long and fragile that some break-
age inevitably occurs during isolation, and the released DNA
strands soon aggregate into an intractable gel. Second, aggrega-
tion is promoted by the high cellular concentration and charge of
those genomes. Naturally, biochemists have developed purifica-
tion procedures that minimize aggregation, but these usually
employ hyper- or hypotonic buffers that distort structure1.
Third, many folds have dimensions below the resolution of the
light microscope (roughly 200 nm) and so can only be seen by
electron microscopy, but this brings further problems associated
with preserving structure in vacuo.

Given these difficulties, it is not surprising that details of 3D
structure have been controversial. For example, the shape of the
bacterial nucleoid seen in electron micrographs critically depends
on fixation conditions2. And although all agree that in eukaryotes
the double helix is coiled locally around nucleosomes and globally

into discrete nuclear ‘territories’, the foldings in between are still
under discussion3. Models for such foldings involve (i) random
packing, in which nucleosomal strings are packed like spaghetti,
perhaps generating loops of about 1 Mb4; (ii) helical hierarchies,
in which strings are coiled into solenoids (of roughly 30 nm
diameter), solenoids into higher-order structures and so on5;
(iii) loops (50–150 kb) attached to the peripheral lamina or
internal structures, such as (iv) ‘skeletons’/’scaffolds’6 or ‘facto-
ries’7; and (v) combinations of the above—for example, of helical
coils and radial loops8 or helical coils and random folding9. Most
models are specific to eukaryotes and cannot easily be extended to
bacteria. Here, I describe a general model that applies to all
genomes; it is based on observations made in the 1970s.

When bacterial cells are lysed in a detergent and 1 M NaCl,
most proteins are stripped off the genome to leave clusters of
still-engaged polymerases and their transcripts attached to and
surrounded by ‘halos’ of naked superhelical DNA2 (Fig. 1a).
Since inhibition of transcription with rifampicin or treatment
with ribonuclease (RNase) unfolds these nucleoids, active tran-

Fig. 1 Models of genome structure. a, Prokaryotic nucleoid. Transcription of
the circular chromosome (top), followed by aggregation of polymerases
(ovals) and transcripts (red lines), generates a looped structure (bottom) that
is self-sustaining (as promoters in active genes now lie close to polymerases).
b, Eukaryotic (HeLa-cell) nucleus. DNA is coiled around a histone octamer, and
runs of nucleosomes form a zigzagging string (bottom). At the intermediate
level in the structural hierarchy (middle), this string is organized into loops
(average 86 kb; range 5–200 kb) by attachment to factories (pink circles)
through transcription factors (trapezoids) and engaged RNA polymerases
(ovals). Ten to twenty such loops (only a few are shown) form a chromatin
cloud around the factory, which is equivalent to the structure of the bacterial
nucleoid. Each cloud contains only one type of RNA polymerase (that is, I, II or
III; refs 20,49), and some clouds are richer in housekeeping genes50 or certain
transcription factors28 than others. Fifty to two hundred successive clouds
(blue circles) strung along the chromosome form a territory (top; the general
path of DNA between clouds is shown). At any moment, each chromosome
possesses a unique array of transcription units and string of clouds; only
homologs share roughly similar arrays.
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scription complexes maintain their structure. Similar isolates
(that is, nucleoids) made from transcriptionally active eukaryotic
cells (for example, fibroblasts, erythroblasts, epithelial cells of
humans, chickens, frogs and insects) also contain superhelical
loops surrounding a core of polymerases and their transcripts10.
Notably, individual genes associate with the core only when they
are transcribed; when inactive, they are out in loops. Moreover,
looping is lost progressively as chicken erythroblasts mature; the
inactive end cell—the erythrocyte—yields dispersed, unstruc-
tured DNA. All these results point to a structural role for the
clustered and active polymerases, but this has never been widely
accepted. The associations observed in vitro could have been gen-
erated artifactually, and the clustering implied that the active
polymerases were immobilized, which clashed with a perceived
need for them to track along the template as they made RNA. But
recent evidence, derived from work on living cells and on isolates
made in ‘physiological’ buffers that retain the polymerizing
activity found in vivo, supports the idea that transcription main-
tains structure. In one sense, the idea that genome structure is a
direct consequence of transcriptional activity is a tautology, as
the shape of all cellular structures must depend on past and pre-
sent transcription to generate the molecules of RNA and protein
in those structures. But this model involves something much
more immediate: the physical structure of the transcription com-
plex is the critical organizer. I begin by discussing some design
principles that constrain all models for genome structure.

Some design principles
Structural information in DNA is universally recognizable. Sev-
eral models for genome structure involve looping mediated by
proteins binding to DNA repeats. We might expect such protein
and DNA motifs to be highly conserved, but data from the various
genome projects has not shown this. Moreover, segments of bac-
terial and yeast DNA can integrate into mammalian DNA and be
folded correctly into interphase and mitotic structures11. This
implies that the integrated DNA contains the required structural
information, and that mammalian proteins can interpret this
information correctly. In other words, the critical interactions
cannot be kingdom-specific. I will argue that such interactions
stem from the ability of RNA polymerase to initiate somewhere in
a DNA sequence to give a transient but stable elongation complex.

Self-organization. Macromolecular structures are generated in
two fundamentally different ways12 (Fig. 2a). Many virus particles
‘self-assemble’ according to a fixed plan to attain a true thermody-
namic equilibrium; the particles are stable and static, and can sur-
vive in the absence of a pool of unincorporated subunits once
they have been released from the host. But most cellular struc-
tures (for example, the cytoskeleton) are built using different
principles. They lack a rigid architecture and are self-organizing.
They are also intrinsically unstable, persisting only by exchanging
subunits with others in their surroundings; if those subunits are
removed, they collapse and eventually disappear. Structure
depends on continuing function and vice versa. For example,
when pure tubulin, microtubule motors and ATP are combined
in vitro, the relative concentrations of the different components
determine whether random networks, vortices or asters form;
moreover, slight alterations in concentration can switch one pat-
tern to another13. I will argue that transcription drives the self-
organization of the genome. As self-organizing structures are
dynamic, with their shape at a particular moment depending on
past and present environments, statements about position can-
not be precise; we should, however, be able to predict that a gene
is more likely than not to be in a particular place, if we know the
rules. (The term ‘self-organizing’ has different meanings in dif-
ferent scientific disciplines; it is used here in the dynamic sense
just described.)
Molecular crowding promotes aggregation. Biochemists prefer
to study reactions in dilute solutions where specific interactions
dominate. In living cells, however, those reactions take place in
the presence of substantial concentrations (0.1–0.4 g ml–1) of
macromolecules, some of which are parts of enormous insoluble
arrays (for example, DNA or components of the cytoskeleton).
As a result, much of the surrounding volume is occupied by
macromolecules (Fig. 2b), and non-specific interactions involv-
ing them contribute considerably to total free energy. Although
some biochemists regard such non-specific interactions as arti-
facts because they prevent the acquisition of meaningful data,
nature inevitably exploits them.

Molecular crowding affects concentrations, equilibrium
constants and reaction rates14. Consider the volume that one
macromolecule prevents others from occupying (Fig. 2c). The
effective concentration (or thermodynamic activity) of a large

Fig. 2 Some design principles. a, In self-assembly, components assemble into
a stable, static structure that reaches thermodynamic equilibrium. In self-
organization, components in the complex exchange continuously with those
in a soluble pool; structure depends on function and vice versa. b, Molecular
crowding in the nucleus. A simulation of the nucleosomes (green circles), RNA
polymerase II molecules (pol) and transcription factories in a cylindrical region
(diameter 500 nm, height 50 nm) of a tetraploid HeLa nucleus. Molecules are
drawn to scale at appropriate concentrations (except for the factory, which
would be seen in only one of four such sections). Assumptions are that 6 × 107

nucleosomes and 3.2 × 105 polymerases (half spread diffusely, half in 8,000
factories) are distributed randomly in the nucleoplasm (volume 400 µm3), and
a typical chromatin loop (roughly 86 kb) extends approximately 250 nm
(white line) from the factory. Non-histone proteins, RNA, ribonucleoproteins
and internucleosomal DNA are each present at roughly the same concentra-
tion as nucleosomes, but are not shown; therefore, crowding is roughly five
times that shown here. Even so, a nucleosome in a loop can diffuse freely
within the space confined by the white line (covering 100 nm in roughly 15 s)
before being constrained by those in neighboring chromatin clouds51. Inhibit-
ing transcription also increases the mobility of loops19; presumably, transcrip-
tion units disengage to create larger, more mobile loops. c, Molecular
crowding and effective concentration. The center of mass of the small red
sphere (top) can only access the black volume, and not the volume occupied
by the green spheres or the surrounding white volume that extends outwards
by the radius of the red sphere. In contrast, the large red sphere (bottom) can
access less of the same volume, simply because the white exclusion zone
extends farther outwards. Therefore, the effective concentration, or thermo-
dynamic activity, of the large red molecule is higher than that of the small
one, even though the actual concentrations of the two are the same.
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molecule is higher than that of a small one, even when the
actual concentrations of the two are the same. For this reason,
the effective concentration of hemoglobin in a red blood cell
(measured from the osmotic pressure exerted) is about 100
times greater than the actual concentration of roughly 0.3 g
ml–1. The difference between effective and actual concentra-
tions feeds through to influence equilibria: the effective equi-
librium constant governing the reversible dimerization of a
spherical protein of 100 kD is roughly 100 times higher in a
red cell than at infinite dilution. This means that if a molecule
tends to aggregate in a dilute solution, it is even more likely to
do so in a crowded cell14. Biochemists find that complexes
between DNA and the polymerase and between DNA and the
most abundant DNA-binding proteins in bacteria and eukary-
otes—HU proteins and histones, respectively—are all prone
to aggregate in dilute isotonic solutions; therefore, they gener-
ally study them at higher or lower ionic strengths. For exam-
ple, pure bacterial RNA polymerase sediments as an aggregate
at 20–25S in an isotonic buffer, but as a monomer at
12.5–13.5S in ionic strengths above 0.25 (ref. 15), and where
crowding becomes acute (for example, in viral particles or
starved bacteria), DNA precipitates into a semi-crystalline
array16. I will argue that the aggregation of transcription com-
plexes strung along the genome inevitably folds that genome
(Fig. 1a), and where there is no transcription, the effects of
molecular crowding will collapse the genome into the smallest
possible volume.
Genome structure depends on continuing transcription. In liv-
ing bacteria, the nucleoid is found in the interior of the cell, but is
dispersed when transcription is inhibited with rifampicin17. In
eukaryotic cells, DNA sequences originally confined to distinct
territories (or nucleoli or chromocenters) also disperse when
mRNA synthesis is inhibited by 5,6-dichloro-1-β-D-ribofura-
nosylbenzimidazole (DRB) or α-amanitin18; DRB also increases
the mobility of loops in living cells19.

DNA loops formed by clustered polymerases
Consideration of these principles leads to a general model7 (Fig. 1).
Polymerases bind to (and transcribe) transcription units scat-
tered along the genome, and then active transcription com-
plexes aggregate, forming the DNA into a surrounding halo or

‘cloud’ of loops. In bacteria, there are few such clouds; in
eukaryotes, many. Once the stable attachments between an
engaged polymerase, its transcript and template are lost on tran-
scriptional termination, a new, larger loop is generated and the
polymerase becomes free to exchange with others in solution.
Notably, the released transcription unit is still near a polymerase
cluster, favoring re-engagement. Thus, whereas the microscopic
structure changes from moment to moment, the macroscopic
structure is self-organizing and, to some extent, predictable.
Active transcription units are likely to be associated with a clus-
ter, units located adjacent to each other in the primary DNA
sequence tend to attach to the same cluster, groups of active
units separated by a long stretches of inactive DNA aggregate
into separate clusters, and inactive DNA in between will be out
in a loop. Then, each bacterial cell in a culture (or each eukary-
otic cell at the same stage in a developmental pathway) would
contain roughly the same linear array of active transcription
units strung along the chromosome, and roughly the same
number of polymerase clusters (or ‘factories’). But a specified
gene might be out in a loop at one moment and attached the
next, and the precise attachments around that gene in another
cell would rarely be the same. When the bacterial cells adapt as
the culture conditions change (or when eukaryotic cells differ-
entiate), a different constellation of loops forms. An exquisite
functional order underlies the apparent chaos, however; in each
population, a cluster with the appropriate polymerizing
machinery is usually within reach of a potentially active gene.

In this model, active polymerases are immobilized and clus-
tered. This notion clashes with the widely held assumption that
polymerases track along their helical templates as they make
RNA. But is this assumption correct? There is growing evidence
that it is not20. There seems to be no direct evidence to support
it, and immobilized polymerases work as efficiently as their sol-
uble counterparts in vitro21. Logic also suggests that only immo-
bilized polymerases can make transcripts that are free to escape
to the cytoplasm (Fig. 3a), and models involving immobilized
polymerases are now coming into favor20,22. Moreover, engaged
enzymes resist nucleolytic removal from nuclei, suggesting that

Fig. 3 Active polymerases are immobilized and clustered. a, The untwining prob-
lem (i) and a solution (ii), and evidence that active polymerases are attached (iii,
iv). (i) A tracking polymerase (shown here as a nut traveling along a double-heli-
cal bolt; the black arrow illustrates the track) generates a transcript (red) that is
entwined about the template, but no satisfactory mechanism for untwining the
transcript has yet been suggested. (ii) When a fixed polymerase reels in its tem-
plate and extrudes its transcript, the untwining problem does not arise (the
black arrow illustrates the motion of the template). In both cases, torsional stress
accumulates (not shown) and is removed by topoisomerases52. Other formal pos-
sibilities are discussed elsewhere20. (iii) A polymerase (oval) tracks along a chro-
matin loop as it generates a transcript (left). When HeLa cells are permeabilized
in a physiological buffer and treated with a nuclease (arrows; middle) and
detached chromatin fragments are removed, the tracking polymerase should be
lost with the detached chromatin (right). (iv) If the polymerase is attached to a
factory, the engaged polymerase and its transcript should be retained. This is the
result observed, and the kinetics of chromatin detachment are consistent with
the existence of loops of 7.5–175 kb (averaging roughly 86 kb)1. b, Nascent tran-
scripts are concentrated in discrete foci in a human nucleus. HeLa cells were per-
meabilized, nascent transcripts were extended in 5-bromo-UTP, and cryosections
(100 nm) were prepared. The Br-RNA was immunolabeled with FITC (green),
nucleic acids were counterstained with TOTO-3 (red), and a fluorescence image
was collected with a confocal microscope49. Heterochromatin (marked by
intense red fluorescence) is concentrated around the nuclear periphery and the
nucleolus in the interior, whereas nascent transcripts (green) are found in dis-
crete foci in the cytoplasm (where they are made by the mitochondrial poly-
merase), nucleolus (the most intense foci) and nucleoplasm. Under these
conditions, essentially all transcription sites are detected, and, as there are more
active polymerases than foci, each focus must contain a cluster of active poly-
merases and their transcripts. Image provided by A. Pombo. Bar: 2 µm.
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they must be attached (Fig. 3a). Decisively, polymerases tagged
with the green fluorescent protein (GFP) are clustered in living
Bacillus subtilis in discrete foci, or factories23. Each factory con-
tains hundreds of RNA polymerase molecules engaged on some
or all of seven rrn operons (calculated using data from
Escherichia coli24). These operons, which encode rRNAs, are
usually the most active in the cell; seven are spread over roughly
200 kb (contour length approximately 70 µm), but any associ-
ated polymerases are packed into less than 400 nm. Starvation
reduces the transcription rate and disperses the polymerases. In
eukaryotes, nascent transcripts are also clustered in factories
containing many polymerases (Fig. 3b).

Studies of RNA polymerase I have given us a detailed view of
a eukaryotic transcription factory dedicated to the production
of 45S rRNA20,25. Some of these rRNA genes are the most active
in the cell, and they organize the one subnuclear structure
known to biologists of the pre-molecular era—the nucleolus. A
triploid HeLa cell contains roughly 540 45S rRNA genes
arranged in tandem repeats on different chromosomes; soon
after mitosis, roughly 120 genes on some of these chromosomes
become active, and only these nucleate approximately 30 ‘fibril-
lar centers’. Each of the 4 or so active genes associated with one
center is transcribed by roughly 125 polymerases, and the
resulting transcripts are found in one of the bright foci in the
nucleolus (Fig. 3b). Polymerase II generates most messenger
RNAs and is found in roughly 8,000 nucleoplasmic factories
(Fig. 3b); these factories (approximately 50 nm in diameter)
typically contain about eight active polymerases, each engaged
on a different transcription unit20,26.

Clustering ensures that the local concentration of poly-
merases and promoters in and around a factory is high (Fig. 2b).
If the soluble molecules of polymerase II in a HeLa cell were
spread randomly throughout the nucleus, they would be pre-
sent at a concentration of roughly 1 µM (spaced approximately
every 120 nm); inactive promoters are present at roughly the
same concentration (and spacing). But the promoter of an
active gene is inevitably tethered close to a factory, where the
local concentration of polymerases is 1,000 times higher. More-
over, the promoter concentration falls off with the cube of the
distance from the factory. Thus, active loops of roughly 10 kb1

are restricted to the volume within 40 nm of the surface, but
loops of average size (that is, 86 kb; ref. 1) can extend all the way
to the next chromatin cloud (Fig. 2b). As a result, promoters in
short loops are more likely to collide productively with the rele-
vant polymerases and transcription factors in factories, espe-
cially when those in longer loops are immobilized in
heterochromatin. These structures are inevitably self-sustain-
ing; productive collisions tether a template that now attracts
more of the relevant factors, increasing the chances that the
next collision will also be productive.

Other principal factors affecting position
The segregation machinery in living bacteria orients the chromo-
some by pulling on daughter origins and leaving termini in the
center27 (Fig. 4). In eukaryotes, the spindle also pulls cen-
tromeres to the poles during anaphase, and when the nuclear
membrane re-forms, it often does so around chromosomes that
retain this polarized orientation (Fig. 4).

Transcription of repeated rRNA genes provides a second power-
ful influence on chromosome position. In living B. subtilis, it orga-
nizes the rrn operons into foci, and in eukaryotes, it brings together
whole chromosomal territories25 (Fig. 4). Genes for 45S rRNA are
encoded by nucleolar organizing regions (NORs) carried on several
human chromosomes. When chromosomes decondense after
mitosis, one or more NORs may nucleate the formation of a nucle-
olar transcription factory. As a result of random chromosomal
movements, a 45S rRNA promoter on one chromosome may col-
lide with and initiate in a factory organized by another, so that those
two chromosomes are now tethered to the same nucleolus. Here
again, function generates a structure that further enhances func-
tion. Oct1/PTF/transcription domains also bring particular genes
(and flanking chromosomal territories) to a region where the
appropriate transcription and processing factors are concen-
trated28, and coiled bodies may act in a similar manner29.

Transcription may also drive pairing between homologous
chromosomes30 (Fig. 4). Though the condensed structures that
we call chromosomes are usually transcriptionally inactive, when
those structures pair they are always transcriptionally active. For
example, condensed homologs remain active as they pair during
meiotic prophase I. Notably, where a meiotic ‘pairing’ sequence
has been mapped, it turns out to be a promoter, with promoter
copy number determining the degree of pairing31. Somatic
homologs also pair, and the degree of pairing correlates inversely
with genome complexity—yeast homologs do so often, human
ones rarely. This is probably because the pairing rate depends on
the time it takes to make and break inappropriate contacts before
a chromosome chances upon its homolog. At an intermediate
level of complexity in the Drosophila melanogaster embryo,
homologs pair only when transcription begins at the midblastula
transition, and the active and repeated histone genes are some of
the first to pair32; moreover, the giant polytene chromosomes
seen later in development are both active and paired.

Transcription could drive pairing as follows30. Each chromatin
fiber has a unique array of transcription units (and clouds) strung
along it (Fig. 1b); some clouds are rich in long heterochromatic
loops, others in short active loops tied to factories rich in particu-
lar factors. Only homologs share similar strings, although those
strings differ in microscopic detail. Pairing could be nucleated
when a promoter in one string initiates in a homologous factory
containing the appropriate factors on the other. The two factories
then remain tied together until termination, and this gives time for
neighboring promoters to attach to homologous factories on the
‘wrong’ string; eventually, the two strings become zipped together.

Fig. 4 Principal factors affecting position. In E. coli, the origin of replication
(ori) is found centrally (top); after duplication in a replication factory, the
segregation machinery pulls daughter origins to poles leaving the unrepli-
cated terminus (ter) in the middle. Various factors position chromosome ter-
ritories in a diploid eukaryotic nucleus (only four pairs of chromosomes are
shown). (i) During anaphase, the spindle pulls centromeres (cen) to poles,
leaving telomeres (tel) trailing behind; when the nuclear membrane re-
forms, it has done so around chromosomes 1p, 2p, 4p, and 4m that retain this
polarized orientation. (ii) Four chromosomes bearing terminal NORs (ovals)
are shown, but only three NORs (red ovals on 2m, 3p, 3m) organize a nucleolus
where they are transcribed; the other (blue oval on 2p) remains unassociated
and untranscribed. (iii) Some sequences on maternal and paternal homologs
(that is, 4p, 4m) pair. (iv) Heterochromatin self-associates, often at the lamina
and nucleolus (as rDNA genes are embedded in heterochromatin).

©
20

02
 N

at
u

re
 P

u
b

lis
h

in
g

 G
ro

u
p

  
h

tt
p

:/
/w

w
w

.n
at

u
re

.c
o

m
/n

at
u

re
g

en
et

ic
s



commentary

nature genetics • volume 32 • november 2002 351

Inactivity also influences chromosome position; it promotes
nucleosomal aggregation into heterochromatin, which in turn
tends to compact on to the nuclear lamina and nucleoli33 (Fig. 4).
Here, the lack of function transforms the structure into one that
further limits function.

Final gene position will then depend on a resolution of these
principal influences, as well as many minor ones that have not been
discussed. As a result, origins and termini of replication in bacte-
ria—and centromeres, telomeres, NORs and heterochromatin in
eukaryotes—will be more likely to be found in certain places than
others, and they will tend to carry adjacent genes to those places.

Some problems and questions
Electron microscopy reveals RNA polymerases at the periph-
ery of the bacterial cell, not in the center. Fixation must generate
this distribution2, as polymerases tagged with GFP are found
centrally in living bacteria23.
Active genes tend to lie on the surface of chromosome territo-
ries, not centrally, in eukaryotes. Only a few genes in mam-
malian cells showed this slight bias34, and we now know that
nascent transcripts (detected after extension in 5-bromo-UTP
and immunolabeling) are spread throughout territories35.
What maintains the organization of heterochromatin, which is
transcriptionally inert? Heterochromatin has a range of tran-
scriptional activities. In chicken erythrocytes, it is completely
inactive, and electron microscopy reveals that its nucleosomes
are tightly packed. But when erythrocyte genomes are isolated in
2 M NaCl, they lack any structure. Heterochromatic regions that
are more structured turn out not to be as inactive as previously
thought. For example, many genes in the facultative heterochro-
matin of the ‘inactive’ X chromosome of female mammals are
active36, as are many sequences in the constitutive centromeric
heterochromatin of wheat35. Therefore, differences between
euchromatin and heterochromatin probably stem from differ-
ences in loop length; the further a gene is from a factory, the less
likely it is to be transcribed and the more likely it is to aggregate
into heterochromatin. There are many other differences between
the two types of chromatin (for example, degree of acetylation,
phosphorylation and methylation37 and the presence of proteins
such as HP1; ref. 33), and each probably complements the others
to pack the nucleosomes ever more tightly, thus making it less
likely that they can access a factory.
Are associations between polymerases and transcription units
the only ones responsible for maintaining structure? Studies of
nuclear substructures done using non-physiological buffers have
yielded many insights into nuclear structure; unfortunately, they
have also generated much of the controversy concerning the mol-
ecular interactions involved38. For example, repeated motifs such
as scaffold and ‘matrix’ attachment regions bind eukaryotic DNA
to isolated substructures, but such attachments are not observed
under isotonic conditions39. Moreover, DNA topoisomerase II, at
one time perhaps the strongest candidate for the critical organiz-
ing protein, has now been eliminated from contention; photo-
bleaching of living cells shows that the entire complement of
GFP–topoisomerase exchanges with the soluble pool too rapidly
for it to have a structural role40. It has yet to be shown whether
other candidates such as locus control regions (LCRs), ‘boundary’
elements and ‘silencers’ are attachment points. Note, however,
that some LCRs (for example, that of β-globin41) and boundary
elements (for example, scs’ next to hsp70 in D. melanogaster42) are
transcribed, and the resulting attachments could alter the distance
between neighboring promoters and factories. Many other factors
(such as cohesins, topoisomerases, chromatin remodeling com-
plexes, histone acetylases and deacetylases) not discussed here
also affect chromatin organization33,37.

Which molecular interactions maintain the polymerase cluster?
Polymerase–polymerase, transcript–transcript and polymerase–
transcript interactions may all be involved; the bacterial poly-
merase self-aggregates in vitro15, and RNase disrupts the structure
of both the isolated bacterial nucleoid2 and nuclear matrix43.
What maintains the distinct shape of (inactive) mitotic chromo-
somes? Discussion here has concentrated on the eukaryotic
genome during interphase, but this model is easily extended to
mitosis. In that case, the contour length of the chromatin loops,
and the basic shape of the chromatin clouds remain
unchanged1,44 so that decreased transcription, plus increased
cloud–cloud and factory–factory aggregation, could drive self-
organization into the most compact and stable structure, a cylin-
der of nucleosomes around an axial factory-based core7.

Predicting 3D structure from primary sequence
We can predict 3D structure if we know the location of all tran-
scription units in the primary sequence and their relative activ-
ities. Unfortunately, knowledge of both is incomplete. For
example, we do not yet know the location of all genes in the
human genome, let alone all the transcription units. And
although we have inventories of the different poly(A)+ mRNAs
in a cell (obtained using microarrays), these are related only
indirectly to the corresponding inventories of primary tran-
scripts. This follows logically because rates of production, pro-
cessing, export and turnover of most mRNAs are unknown,
and because these microarray approaches do not analyze non-
genic poly(A)– transcripts. We also know little about the rules
governing chromosome pairing and segregation or aggregation
into heterochromatin. Predictions about any self-organizing
structure are necessarily probabilistic rather than absolute.
Nevertheless, the models in Fig. 1 are testable, and some possi-
ble approaches include: (i) transcription factories in living cells
can be visualized in sharper detail in bacterial23 and mam-
malian45 cells expressing GFP-tagged polymerases using new
high-resolution imaging techniques46; (ii) the distance in 3D
nuclear space between genes strung along a chromosome can be
mapped using the ‘chromosome conformation capture’ assay47

(to see if distant active genes become locally concentrated in
factories); and (iii) single-cell gene expression profiling allows
simultaneous localization of approximately ten different
nascent transcripts48 (and whether they, too, are locally con-
centrated). Therefore, I hope the general principles outlined
above will eventually enable us to deduce the chances that a
gene will be found in one place rather than another.
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