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Pathologists  recognize  and  classify  cancers  according  to  nuclear  morphology,  but  there  remains  little
scientific  explanation  of why  malignant  nuclei  possess  their  characteristic  features,  or  how  those  fea-
tures are  related  to dysregulated  function.  This  essay  will  discuss  a basic  structure–function  axis  that
connects  one  central  architectural  motif  in  the  nucleus–the  chromatin  loop–to  the  vital  nuclear  function
of transcription.  The  loop  is  attached  to  a “transcription  factory”  through  components  of  the transcription
machinery  (either  polymerases  or transcriptional  activators/repressors),  and  the position  of  a  gene  within
a loop  determines  how  often  that  gene  is  transcribed.  Then,  dysregulated  transcription  is tightly coupled
to alterations  in  structure,  and  vice  versa.  We  also  speculate  on how  the  experimental  approaches  being
used  to  analyze  loops  and  factories  might  be  applied  to study  the  problems  of  tumour  initiation  and
progression.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Pathologists recognize and classify cancers according to nuclear
morphology but there remains little scientific explanation of why
malignant nuclei possess their characteristic features, or how those
features are related to dysregulated function. This essay will discuss
a basic structure-function axis that connects one central architec-
tural motif in the nucleus–the chromatin loop–to the vital nuclear
function of transcription. We  will argue that there is a direct and
immediate connection between the two: the transcription machin-
ery defines the loop, and the position of a gene in the loop directly
influences how often that gene is transcribed. We  also suggest
(like others) that there is an immediate connection between many
malignancies and dysregulated transcription. First, just think of
the roles that transcription factors like p53 [1],  the Smads [2],
and nuclear factor �B (NF�B; [3]) play in the progression of many
tumours. Second, it is now forty years since the two-hit hypothesis

Abbreviations: 3C, chromosome conformation capture; CTCF, CCCTC-binding
factor; DamID, DNA adenine methylation identification; DMR, differentially methy-
lated domain; ES cells, embryonic-stem cells; HUVECs, human umbilical endothelial
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organized chromatin lysine modification; NF�B, nuclear factor B; NOR, nucleolar
organizing region; Smad, a protein that combines properties of the Caenorhabditis
elegans protein; SMA, with those encoded by the “mothers against decapentaplegic”
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explained the role of a recessive tumour-suppressor gene in one
dominantly-inherited and rare cancer–retinoblastoma; complete
inactivation of both gene copies was all that was required [4]. But
with frequently-seen cancers, we  now know that just a partial
inactivation of relevant tumour-suppressor genes–often achieved
through dysregulated transcription–is the critical driver [5].  We
will outline the evidence for such a loop-transcription axis, before
speculating on ways that changes in this structure-function axis
might underpin the changes recognized by pathologists.

2. An alternative model for transcription

Our students are still taught that an RNA polymerase tran-
scribes by diffusing to a gene wherever that gene might be in the
nucleus, and then–once the polymerase initiates–it tracks down
the template as it makes its transcript. In separate lectures, these
students are told of the way the DNA fibre is organized in 3D
nuclear space–for example, by a first wrapping around a nucle-
osome and then a final folding into a chromosomal territory.
However, little is usually said about the inter-connection between
structure and function at the intervening levels in the organization,
other than a passing reference to the activity of “open” euchro-
matin and the inactivity of tightly-packed heterochromatin. We
first discuss recent evidence supporting an alternative view of
how transcription occurs–one that involves a direct and immedi-
ate connection between structure and function: the transcription
machinery defines the structure, and the structure directly influ-
ences how often a gene is transcribed.
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Fig. 1. A model for all genomes. In man, DNA is coiled into the nucleosome, and runs
of  nucleosomes form a zig-zagging string looped by attachment to factories through
transcription factors (diamond) and engaged polymerases (ovals). In HeLa cells, the
average contour length of a loop is 86 kbp (range 5–200 kbp), and the core of a nucle-
oplasmic factory has a diameter of ∼90 nm and a mass ∼10 MDa. The promoter, p1,
has  just initiated, and a fixed polymerase in the factory is reeling in its template as
it  extrudes its transcript; this initiation has generated a new loop that extends to
the  right of the large pink factory. Components in a factory exchange continually
with the soluble pool. About 16 such loops (only a few are shown) form a rosette
around a factory; roughly half the attachments are mediated by active polymerases,
half  by transcription factors. Distal nucleosomes in long loops tend to be static and
acquire a (heterochromatic) histone code that spreads down a fibre; they also aggre-
gate on to the lamina, nucleoli, and chromocenters. A string of 30–180 successive
rosettes forms a territory (the general path of DNA is shown). Different factories
(circles of different colours) specialize in transcribing different sets of genes. Active
transcription units that are near neighbors often form rosette-like structures, but
the  structure can be more complex; for example, y may  be distant from z on the
genetic map  (which would generate a giant loop), and might perhaps be on a dif-
ferent chromosome. The transcription unit driven by p1 “enhances” the activity of
p2 (by tethering it close to the pink factory) while “silencing” the activity of p3 (by
tethering it distant from the purple factory). This model is general in the sense that
it  can be applied to all genomes; for example, the genomes of yeast [69] and bacteria
[70])  are now known to be tied into loops through components of the transcription
machinery. Modified from [71].

Structures known as transcription factories [6–8] play a central
role in this alternative view (Fig. 1). A “factory” is defined in The
Oxford English Dictionary as ‘a building or range of buildings with
plant for the manufacture of goods.’  We  define a transcription fac-
tory as a site containing at least two (usually more) polymerases
and associated plant active on at least two (usually more) differ-
ent templates. The raison d’être for all kinds of factories is the
same–whether making jam, cars, or RNA: to enhance production
by concentrating the relevant machines and raw materials in one
place. For example, the nuclei of human cells contain a 1-�M pool
of RNA polymerase II, but essentially all its transcripts are made in
factories where the local concentration is ∼1000-fold higher. A sec-
ond important feature of this alternative view is the immobilization
of engaged RNA polymerases; enzymes fixed to the surface of a fac-
tory reel in their templates as they extrude their transcripts and the
transcribed DNA. These two features have prevented acceptance of

this alternative view, simply because they run so counter to what
we were taught.

A third feature of the model complicates analysis: the structure
of each factory in a nucleus probably differs from that of all other
factories, and it changes from moment to moment. Cell-to-cell vari-
ability is an inevitable consequence of the transcription of a typical
gene being noisy, stochastic, and infrequent, with different alleles
in different cells firing at different times [9];  then, loops inevitably
appear/disappear as polymerases initiate/terminate, and transcrip-
tion factors bind/dissociate. Even the core of one factory probably
differs from all other cores. Thus, macromolecular structures the
size of factories can be generated in two  fundamentally different
ways [10,11]. Some virus particles “self-assemble” to a fixed plan to
attain a true thermodynamic equilibrium; the particles are stable
and static, and can survive in the absence of a pool of unincor-
porated subunits once released from the host. On crystallization,
every atom is found in the same place in the unit cell. But struc-
tures like the cytoskeleton are “self-organizing”. They will never be
crystallized simply because each one is different from all others,
and each is intrinsically unstable, persisting only by exchanging
subunits with others in their surroundings in an ATP-dependant
manner; if those subunits (or the fuel) are depleted, they collapse
and eventually disappear. Although sub-assemblies within facto-
ries like the polymerase may  self-assemble, we  suggest the larger
factories will self-organize. Then, statements about their structure
will necessarily be probabilistic rather than absolute.

3. Specialized transcription factories

Human nuclei contain three different kinds of RNA polymerase
(i.e., polymerases I, II, and III [12]), and each is concentrated in
a different kind of factory that transcribes a specific subset of
genes to the exclusion of others. Thus, polymerase I is concen-
trated in nucleoli where it transcribes the repeated ribosomal
cistrons, while the active forms of polymerases II (transcribing all
protein-coding genes and some non-coding RNAs) and III (making
non-coding RNAs like tRNA) are found in distinct nucleoplas-
mic  factories [13]. Such specialization can be demonstrated using
two mini-chromosomes carrying essentially identical transcrip-
tion units driven by polymerase II; these are transcribed in the
same set of factories. However, replacing one of the promoters
with a polymerase I promoter (or a polymerase III promoter) now
targets that mini-chromosome to another group of factories [14].
Other results indicate that distinct polymerase II factories further
specialize in transcribing different genes [15]. For example, insert-
ing an intron into an intron-less protein-coding gene now targets
that gene to a different factory–presumably one that specializes
in splicing [14]. In addition, factories transcribing genes encoding
interleukins [16], various subunits of cytochrome c [17], and factors
involved in globin production [18–20] have now been uncovered
(amongst others).

4. Promoters go to a polymerase to be transcribed (not vice
versa)

This alternative view requires that the promoter goes to a
polymerase to be transcribed (rather than vice versa). But are
genes sufficiently mobile, especially when packaged into the dense
nucleus? Many live-cell experiments confirm they are [21]. For
example, one study involved a Chinese hamster cell containing
repeats of the lac operator integrated into one site in the genome
[22]. [Integrants in other sites gave similar results.] The cell also
expressed the lac repressor tagged with the green fluorescent
protein so that tagged repressor bound to the operator could be
followed in the living cell (Fig. 2). It appeared to diffuse throughout
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Fig. 2. Cartoon illustrating the way a promoter (the green spot) apparently diffuses
through the nucleoplasm of a living cell, jumping from one ∼150-nm “corral” (grey
circle) to another, and so able to visit two  different factories (pink spheres). Only
the green spot is visible under the microscope. Data from [22].

a 250-nm “corral”, and then–every minute or so–this spot “jumped”
∼150 nm (over a period of ∼1 s) into another “corral” [22]. This is
the behavior expected of a tagged segment of a long polymer dif-
fusing throughout a space bounded by other invisible and diffusing
segments; as the confining fibres diffuse apart, the tagged segment
escapes (“jumps”) through the gap into a neighboring space that
is–in turn–surrounded by additional confining fibres. Given the
known dimensions of a factory (∼87–130 nm diameter [23,24] and
the known inter-factory spacing (calculated from the density of fac-
tories in a known nucleoplasmic volume [25]), a promoter will be
able to visit several factories every few minutes. Then, the promoter
will be most likely to initiate in the factory containing the appropri-
ate transcription factors. Unfortunately, it has not yet been possible
to resolve individual nucleoplasmic factories from each other in a
living cell, as they are too small and numerous.

5. Active polymerases are immobile molecular machines

This alternative view also requires that the elongating poly-
merase is attached to a factory, so that it cannot track down the
template. As with so many received ideas, there seems to be lit-
tle (if any) evidence supporting such tracking in vivo. Indeed the
idea seems to stem originally from a perception of relative size–we
inevitably think that the smallest object (i.e., the polymerase)
must move. But we now know that each mRNA-producing com-
plex in a human cell contains (at least) the polymerase, nascent
transcript plus associated proteins, and spliceosome–with diam-
eters of at least 15, 14, and 25 nm,  respectively [21]. Clearly, the
active polymerizing complex is huge, and it is difficult to imagine
how such a large complex could force its way along the tem-
plate through the viscous nucleoplasm. We  suggest the alternative
is more likely: the template travels end on through the nucleo-
plasm as it is reeled in by a fixed polymerase–so the template
with its small cross-section takes the path of least frictional resis-
tance through the dense nucleoplasm. We  also now know that fixed
polymerases are powerful molecular motors able to reel in their
templates in this way, with many single-molecule analyses relying
on such enzyme immobilization [26]. [Of course, tracking and fixed
polymerases use the same fuel–nucleotide triphosphates–to drive
movement.] Recent evidence now confirms–indirectly, but nev-
ertheless decisively–that RNA polymerases are indeed immobile
when active.

The experiment involved two genes that can be switched on
rapidly (Fig. 3; [27]). One short human gene of 10 kbp (TNFAIP2) was
used as a reference point, while the other – 221-kbp SAMD4A–was
long enough to provide the necessary spatial resolution. These
two genes lie ∼50 Mbp  apart on the genetic map  and so are not
expected ever to lie near each other in 3D nuclear space. The power-
ful cytokine, tumour necrosis factor � (TNF�), was used as the gene

Fig. 3. Tracking v fixed polymerases. Left: before adding TNF�, both long and short
genes are inactive. 10 min after adding the cytokine, RNA polymerases (ovals) ini-
tiate  on both genes, and track down their templates. After 30 min, the one on the
short gene has terminated and another has initiated (cycles of initiation and ter-
mination are indicated by the circular arrow); the pioneering polymerase is still
tracking down the long gene. After 85 min, the pioneering polymerase on the long
gene has reached the terminus, and yet another is transcribing the short gene. As
the  two genes lie on different chromosomes, no 3C product is seen at any time.
Right: after adding the cytokine, the two genes diffuse to a factory specializing in
transcribing TNF�-responsive genes, where they initiate; therefore, after 10 min  the
two promoters are now seen together. After 30 min, promoter:promoter contacts
are  lost, and the short gene now contacts one third of the way into the long gene.
After 85 min, the short gene now contacts the terminus of the long gene. During the
85  min, only regions of the two genes that are being transcribed at that moment
should yield a 3C product. This is the result obtained [27].

switch; when applied to human umbilical endothelial vein cells
(HUVECs), it signals through NF�B to activate and repress many
genes, including these two which encode regulators of the signal-
ing pathway. Both genes are turned on within 10 min, but TNFAIP2
is so short that the pioneering polymerase soon terminates; subse-
quently, additional polymerases transcribe it repeatedly over the
next few hours. However, SAMD4A is so long that the pioneering
polymerase only reaches the terminus ∼85 min after stimulation.
Proximity between the two  genes was monitored between 0 and
85 min  by chromosome conformation capture (3C; [28]).

If the conventional model for transcription applies, we  would
not expect the short gene to lie near the long gene at any time
after stimulation (Fig. 3, left). But, if both responding genes
are transcribed by polymerases that are transiently immobi-
lized in the same “NF�B-factory” that specializes in transcribing
TNF�-responding genes, the short gene–which repeatedly
attaches to (and detaches from) the factory as it initiates (and
terminates)–should always lie close to just the part of the long
gene being transcribed at that particular moment. In other words,
we would not expect to see any 3C products before stimulation
(when both genes are inactive, and so unassociated with a factory).
But after 10 min  (when both initiate), the short gene should lie
next to the promoter of the long gene (but no other part). And as
the polymerase reels in the long gene, successive parts of that gene
will be brought successively into the factory to lie transiently next
to the short gene. After 85 min, when the pioneering polymerase
on SAMD4A is about to terminate, only the terminus should lie
next to the short gene. 3C products appear and disappear in this
way, and the use of gene pairs on a different chromosome gives
similar results [27]. Moreover, an independent method–RNA
fluorescence in situ hybridization (FISH) used with probes
targeting intronic sequences–confirms that the relevant
nascent RNAs lie together at the appropriate times. Then,
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“super-resolution” microscopy demonstrated that the pairs of
nascent transcripts colocalize to the degree expected if they were
randomly distributed within a 35-nm shell around an 87-nm
factory. These experiments show that the DNA must move (not
the polymerase), and that the two responsive genes congregate in
the same specialized factory when transcribed.

6. Components of the transcription machinery tie the
chromatin fibre in loops

Loops attached to factories through components of the tran-
scription machinery–either polymerases or transcription factors
(which might be activators or repressors)–constitute the cen-
tral architectural feature of the model in Fig. 1. The widespread
application of techniques like 3C, FISH, and DNA adenine methyla-
tion identification (DamID)–all powerful ways of detecting which
sequences tend to lie next to each other in 3D nuclear space
[29]–are confirming this organization. Thus, the one general fea-
ture that is emerging from the analysis of complete interactomes is
that contacting DNA sequences either encode active transcription
units, or binding sites for transcriptional activators/repressors like
Mediator and the CCCTC-binding factor (CTCF; see, for example,
[18,30–35]; reviewed in [36]). Therefore it is becoming increas-
ingly accepted that active transcription units and their regulatory
motifs are the sequences that stabilize loops. And as might be
expected, contacts between heterochromatic regions, and between
heterochromatin and the lamina, are superimposed on this organi-
zation [37,38].

7. Isolation of large fragments of factories

RNA polymerases can easily be purified from human cells using
buffers containing unphysiological concentrations of salts, and the
isolated polymerases can initiate–albeit poorly–on added tem-
plates [12]. But when cells are permeabilized in isotonic buffers,
essentially all polymerases that are currently elongating remain
tightly bound to the sub-structure [39,40]; as a result, they remain
ill-characterized. [The large pool of soluble enzyme is easily
extracted, but this pool is inactive.] Fortunately, it is now possible
to partially purify large fragments of factories, and the associated
active enzymes. The trick is to use caspases (which deconstruct
nuclei during apoptosis) to release the fragments from the sub-
structure (Fig. 4; [41]). [All subunits of the nuclear RNA polymerases
lack sites recognized by the caspases used, except RPB9.] HeLa cells
were permeabilized in a “physiological buffer”, nuclei isolated and
treated exhaustively with DNase I. After spinning to leave inactive
chromatin in the supernatant, the resuspended pellet was treated
with caspases, respun, and the supernatant retreated with DNase.
Despite template truncation, ∼50% of the nascent RNA and endoge-
nous elongating capacity still remain. Electrophoresis in “blue
native gels” then allowed resolution of three partially-overlapping
complexes (named complex I, II, or III after the polymerases they
contain); all ran slower than the largest (8 MDa) marker available.
Finally, mass spectrometry showed that all complexes shared pro-
teins like RNPs, while each possessed a characteristic set of others.
For example, 83% proteins in complex I were also in the nucleo-
lar proteome, while complex II contained 5 polymerase II subunits
plus various transcription factors (e.g., AP-2, CEBPB, CTCF), epige-
netic modifiers (e.g., histone-lysine N–methyl transferases EZH2,
SUV39H1/2), components involved in adding 5′ caps and 3′ tails
to mRNAs, and components of the proof-reading (i.e., nonsense-
mediated decay) machinery. Each complex also contained the
expected class of RNAs (e.g., complex I contained ∼33-fold more
nascent 45S rRNA, while complex II was richer in nascent mRNAs).
Although these complexes disintegrated and aggregated when

Fig. 4. A method for isolating large fragments of factories [41]. Cells are permeabi-
lized in a “physiological” buffer; the cartoon on the top shows a chromatin loop with
nucleosomes (green circles) tethered to a polymerizing complex (oval) in a factory
(pink sphere), which is attached to the nuclear substructure (brown). Most chro-
matin is now detached with a nuclease (usually DNase I), chromatin-depleted nuclei
washed, and polymerizing complexes released from the substructure with caspases;
the resulting large fragments of factories are now retreated with a nuclease (usually
DNase I), and partially resolved in a 2D gel (using “blue native” and “native” gels
in the 1st and 2nd dimensions). Rough positions of >8-MDa complexes containing
polymerases I, II, and III are shown. Finally, different regions can be excised, and
their content analyzed (e.g., DNA and RNA by sequencing, proteins by mass spec-
trometry, MS). Use of a restriction enzyme instead of DNase I allows fragments to be
isolated associated with more DNA; then, “native 3C”–which involves adding ligase
to  the excised fragments of the gel–permits analysis of which DNA sequences lie
close together in the factories.

recovered from the 2D gels, this isolation procedure opens up
the possibility of characterizing the factories–the active sites of
transcription–in greater detail. If a restriction enzyme replaces
DNase I during isolation, fragments associated with more DNA can
be isolated, and this additionally allows analysis of transcribed
sequences.

8. The general structure of transcription factories seen in
fixed cells

Nucleolar factories are the best characterized. Human rDNA loci
are carried on chromosomes 13, 14, 15, 21 and 22; each locus
encodes many tens of tandem repeats of the 45S rRNA gene and
these repeats form a secondary constriction–the nucleolar orga-
nizing region (NOR)–in the mitotic chromosome. Inactive RNA
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polymerase I and its transcription factor UBF (upstream binding
factor) are bound to some NORs, and when the cell exits from mito-
sis, these NORs fuse to form one or more nucleoli [42]. NORs lacking
bound UBF and polymerase remain inactive and do not fuse [43].
In other words, the bound polymerase and UBF “bookmark” some
NORs so the system can restart transcription on the same genes that
were being transcribed during the previous cell cycle. Later during
interphase, nascent rRNA is found in the “dense fibrillar compo-
nent” on the surface of a protein-rich core containing polymerase
I and UBF–the “fibrillar centre”; newly-completed transcripts are
then processed in a surrounding “granular component” to emerge
as mature ribosomal subunits into the nucleoplasm [44].

Both the number of nucleoli and the number of active units
on the surface of each fibrillar centre (the factory core) vary
greatly in different cell types, but a HeLa cell typically contains
about 4 transcription units/core–each being transcribed by ∼125
tightly-packed polymerases [44,45]. Then the core has ∼500 active
polymerizing machines on the surface, and we imagine that as each
promoter is extruded from one machine, that promoter is immedi-
ately captured (to reinitiate) by a neighboring machine. The iconic
image of a “Christmas tree” showing one 45S rRNA gene being tran-
scribed by ∼125 polymerases [46] is then obtained by stripping a
unit off the core, and spreading it on the grid used for electron
microscopy.

Although smaller, nucleoplasmic factories seem to follow the
same general design principles. For example, nanoscale mapping
of phosphorus and nitrogen in/around such factories in HeLa cells
using a special electron microscope again reveals templates and
transcripts on the surface of a protein-rich core; this core has a
diameter of ∼87 nm,  a mass ∼10 MDa, and a density about one-
tenth that of the nucleosome–and so must be porous [23]. In fetal
liver erythroblasts, factories are larger (diameter ∼130 nm,  mass
∼26 MDa; [24]). Like their counterparts in nucleoli, nucleoplasmic
factories are polymorphic and exhibit a roughly normal distribution
of diameters about the mean.

There are only a few estimates of the total number of nucleo-
plasmic factories per cell, and fewer credible ones obtained using
conditions where essentially all factories are detected. For example,
several hundred foci containing the active form of RNA polymerase
II can be seen in mouse erythroid cells by immunofluorescence
[24,30]. However, this should be treated as a minimum estimate,
as an unknown number of factories could lie below the level
of detection. Higher estimates have been obtained using condi-
tions where most nucleoplasmic factories are detected–between
3900 and 15,000 in diploid and totipotent mouse embryonic stem
(ES) cells that differentiate along various developmental pathways,
and ∼10,000 in the large, rapidly-dividing (tetraploid) HeLa cell
[13,25,45,47]. In HeLa, one fifth of these are polymerase III facto-
ries, while the remainder contain polymerase II [13]. To make these
counts, engaged polymerases in permeabilized cells were allowed
to extend their transcripts by a few nucleotides in BrUTP or biotin-
CTP, the resulting nascent Br-/biotin-RNA immunolabeled with
fluors (or gold particles), and fluorescent foci (or clusters of gold
particles) marking the factories imaged in the light (or electron)
microscope. If some factories lay below the level of detection, incor-
poration of twice as much BrUTP or biotin-CTP should lead to the
detection of more factories (as some previously undetected ones
acquire more label to rise above the background). However, con-
ditions were chosen such that doubling the incorporation doubled
the intensity of labeling of each focus/cluster without increasing
factory number–a requirement if all factories are being detected.
Marking sites with tagged precursors in this way has the advantage
that each polymerizing complex contains one nascent transcript
with many tagged residues; then, it is much easier to immunodetect
the multiple tags compared to the single epitope in a polymerase.
It also turns out that the approach targeting BrRNA is sensitive, as

only one-twentieth the amount in a typical factory can be detected
[13,47]. As <5% gold particles marking nascent BrRNA are also found
outside the clusters, this puts an upper limit of 5% on the amount
of extra-factory synthesis that might occur [13,47].

What happens to factory number and size as cells differentiate?
Nucleolar factories grow and shrink in response to the demand for
ribosomes. Thus, the ∼234 fibrillar centres (equivalent to factory
cores) in a fibroblast fall to ∼156 on serum-starvation [48], while
the ∼9 in a peripheral blood lymphocyte rise to ∼80 as it is stimu-
lated to divide [49]. Then, increasing transcription correlates with
an increase in surface area of the core as it splits, and–as that core
is packed with polymerases–there will be an increase in number of
polymerases accessible to promoters on the surface.

In contrast, the clusters of gold particles marking nucleoplas-
mic  factories remain roughly constant in diameter as mouse ES
cells differentiate into larger, more active, cells [47]. Thus, as tran-
scriptional activity increases, nucleoplasmic volume and factory
number increase, as factory density remains constant and the
contour lengths of loops decrease. Conversely, as activity falls,
nucleoplasmic volume and factory number decrease, and loops
become longer; as genes in these long loops are remote from facto-
ries, they become heterochromatic and so will pack together more
tightly (with the result that factory density can still remain constant
despite the presence of more DNA between each factory). This con-
stancy in diameter and density is maintained in much larger newt
nuclei containing an 11-fold larger genome and three-fold more
active polymerases [47]. Again it seems that increasing activity is
accompanied by an increase in factory number, rather than factory
size, and–again–self-organization directly couples transcription to
nuclear volume.

Do nucleoplasmic factories of different types have different
sizes? Some do. We  have seen that in fetal liver erythroblasts, fac-
tories have mean diameters and masses of ∼130 nm and ∼26 MDa,
but the sub-set associated with the Kruppel-like transcription fac-
tor 1 (KLF1) are larger (∼174 nm,  ∼36 MDa), and those with nascent
globin transcripts larger still (∼38 MDa; [24]).

How many different transcription units are found in one factory
at any moment? We  can calculate the answer after counting the
number of factories, nascent transcripts and/or active polymerases,
as well as individual polymerases engaged on each transcription
unit. Nucleoli again provide the precedent. We  have seen above
that the larger the fibrillar centre (the core of the factory), the
more dense fibrillar components (transcription units) tend to be
associated with that factory on the surface. The similarly-sized
nucleoplasmic factories in HeLa, mouse ES cells, and newt cells are
all associated with ∼8 active polymerases, each engaged on a dif-
ferent unit [13,25,45,47].  In contrast, the larger factories seen in
mouse fetal liver seem to be associated with more active transcrip-
tion units [24]–but this conclusion is based only on a guesstimate of
the numbers of KLF1-responsive genes that might be active at any
moment (rather than an accurate count). Given the normal distri-
bution in diameter of nucleoplasmic factories [13,24,25],  and the
finding that most active polymerase II units are only being tran-
scribed by one polymerase at any moment [9,45,50], the general
consensus is that few “factories” will contain only one active tran-
scription unit.

9. Gene activation and repression–enhancers, silencers,
and bursting

Consider Fig. 1, where promoter p2 is tethered closer to the
factory than promoter p3. Intuition then suggests that p2 is more
likely than p3 to collide with the factory, and so initiate. Monte
Carlo simulations of a model loop confirm this intuition [51].
Now consider the transcription unit driven by p1. If p2 requires
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transcription factors that are found in this factory, p1 “enhances”
the activity of p2 (by tethering p2 close to a factory rich in the
appropriate factors). But if p3 requires “purple” factors concen-
trated in the purple factory above, p1 will now “silence” p3 (by
tethering it away from the purple factory). So here p1 acts either as
an enhancer or silencer of different genes. This kind of argument,
coupled to early evidence showing that the canonical motifs were
transcribed, led to the suggestion that enhancers and silencers
(and by extension other motifs like barriers and insulators) are
all active transcription units that work by bringing their target
promoters close to (or distant from) the appropriate factory [52].
Recent local and genome-wide studies now amply confirm that
these regulatory motifs are indeed transcription units, that they
loop back to contact their targets, and that they can often act as
one or the other depending on the “context” [53–59].

Initiations do not occur completely randomly; rather, a gene
might be silent for a while, before producing a brief “burst” of
transcripts [9,60].  Such bursting is usually attributed to changes in
binding of transcription factors, and/or chromatin remodeling or
modification (e.g., by acetylation, phosphorylation, or methylation
of nucleosomes). We  suggest proximity to a factory will be another
major factor. A gene might initially lie distant from a factory (and so
silent), but–as genes around it are transcribed–it might be brought
closer to a factory to increase its chances of initiating. And then,
once it detaches after the first transcription cycle, it will still lie
close to a factory that contained all the appropriate transcription
factors–and this will make it more likely to re-initiate and so give
a burst [9].

10. The development of specialized factories

We  now speculate on how specialized factories might evolve
from preexisting “naïve” ones, using “NF�B-factories” that tran-
scribe TNF�-responding genes as an example. We  imagine that
responsive genes are “poised” prior to activation [61] at/near fac-
tories so they can respond rapidly (like promoter p2 in Fig. 1).
Before stimulation, the relevant promoters visit these factories
every few minutes (Fig. 2), but few will initiate as the concen-
tration of NF�B  is low. But when stimulation induces activated
NF�B to enter the nucleus, the transcription factor binds to respon-
sive promoters, and this stabilizes attachment to one or other of
these factories. Once productive transcription begins, responsive
genes become stably tethered to the factory. As more respon-
sive genes bind, the local concentration of NF�B will increase, so
that the factory will evolve into one that predominantly–but not
exclusively–transcribes TNF�-responsive genes.

11. Some speculations on cancer

We have seen how the transcription machinery defines the loop,
and how position in a loop determines gene expression. Although
we are a long way from uncovering how this structure-function axis
is dysregulated during malignancy to yield the changes in nuclear
morphology recognized by pathologists, it is nevertheless produc-
tive to try and answer the question: How might the model in Fig. 1
affect the experiments that cancer biologists do? We  can suggest
two general approaches that can be used to address the problems
of tumour initiation and progression, respectively. For the first, we
will use the Myc  gene as an example. The Myc  and Igh loci are the
most frequent translocation partners in plasmacytoma and Burkitt
lymphoma. Both loci are often found together in 3D nuclear space
in the relevant cells [62], and 3C and FISH show they often share the
same specialized factory [63]–presumably because they require the
same transcription factors. Then, it is easy to imagine that tether-
ing in close proximity should increase the frequency with which the

critical initiating translocation occurs [64,65]. Therefore, it would
seem sensible to analyze systematically whether the translocation
partners involved in initiating other malignancies are similarly co-
transcribed in specialized factories, and–if they are–characterize
the genes, transcripts, and proteins associated with those factories
using the approaches described above. The same argument applies
to other genetic rearrangements occurring during malignancy like
somatic copy number alterations [66,67].

A central problem faced when studying tumour progression is:
how can we pick out the critical players (whether they be proteins,
genes, or micro-RNAs) involved in the progression from the mul-
titude of innocent bystanders? Here we  will again use signaling
through NF�B as an example. We  have seen that on stimulation
with the cytokine, responsive genes are transcribed in specialized
“NF�B” factories. We  suggest that an excellent way of achieving the
required discrimination is to select a rapidly-responding gene like
SAMD4A, and see which other sequences are co-transcribed with it
in these “NF�B” factories. We  anticipate some will act as enhancers
and silencers (as in Fig. 1), and still others will encode key regu-
lators of the pathway (whether they be proteins or micro-RNAs).
It also becomes attractive to try and develop ways of separating
these “NF�B” factories from the general pool, so that we  can char-
acterize their proteomes, and associated nucleic acids (DNA, coding
RNAs, and non-coding RNAs). Isolation of the analogous factories
from tumours would then allow is to home in on the critical players
that are dysregulated in malignancy. We  also imagine that groups
of genes that tend to share the same factories will also tend to share
the same epigenetic marks, and that these marks might extend over
all the loops associated with a factory–and this would provide a
physical basis for the Mbp-sized domains that are altered in malig-
nancy [68], including differentially-methylated regions (DMRs),
lamin-associated domains (LADs), and large organized chromatin
lysine modifications (LOCKs).
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