
10

Transcriptional Initiation: Frequency, Bursting,

and Transcription Factories

Kieran Finan and Peter R. Cook

10.1

Transcription in Mammalian Nuclei

We know a great deal about the relative population-averaged rates of transcrip-

tional initiation at many promoters, but little about absolute rates, and even less

about the temporal distributions of initiations at single loci. Such data has now

begun to accumulate; recently developed techniques such as RNA fluorescence in
situ hybridization (FISH) and the MS2-GFP transcript-tagging system now allow

single transcripts to be counted in single cells and in real time. Recent efforts have

combined these methods with mathematical modeling to provide evidence that the

transcriptional activity of a given gene can vary widely from cell to cell and from

minute to minute; many so-called “active” genes seem to spend much of their time

inactive, before switching to produce a brief “burst” of transcripts. We briefly

review the basic mechanisms of transcription, before focusing on initiation rates.

We discuss recent studies of initiation and relate findings to known mechanisms

of regulation (concentrating on results obtained in mammalian systems).

10.1.1

General Introduction

The existence of RNA polymerases (RNAPs) in mammals was first demonstrated

in 1959, when it was shown that isolated rat liver nuclei could incorporate [32P]

CTP into RNA in the presence of ATP, UTP, and GTP [1]. Shortly thereafter, three

types of DNA-dependant RNA polymerizing enzymes (named I, II, III) were

isolated from soluble cell lysates on the basis of differential binding to DEAE-

cellulose columns, differential sensitivity to a-amanitin, and different structural

properties [2]. As active RNA polymerases are insoluble and not easily extracted

(see [3] and Section 10.4.4), one may conclude that these preparations likely

contained a combination of unengaged enzyme and fragments of native poly-

merizing complexes that were detached by harsh buffers. Nevertheless, 50 years of
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exhaustive study has shown that these three enzymes perform the overwhelming

majority of RNA synthesis in the nucleus [4].

RNAPs I, II, and III are of similar size (590, 550, and 690 kDa, respectively),

contain 14, 12, and 17 subunits and are homologous to one another (e.g., five

subunits are shared between all three) [5–7]. Various experimental approaches,

including ChIP-seq, promoter analysis, and specific inhibition have shown that

each RNAP specializes in transcribing a specific subset of genes, and is active at

distinct sites in the nucleus [2] (see Section 4.4).

RNAP I is located in the nucleolus, where it transcribes rDNA transcription

units (each encoding a copy of 18S, 28S, and 5.8S rRNA) [8]. It initiates at a very

high frequency (once every 1.4 s at active rDNA promoters), and then elongates at

B100 bp/s [9]. RNAP III is located in the nucleoplasm and transcribes many small

non-protein-coding RNAs (B300–500 transcription units detectable in mammals

by ChIP-seq), including structural RNAs involved in translation (i.e., tRNA, 5S

rRNA) and splicing (i.e., U6 RNA), as well as regulatory RNAs, including some

miRNAs [10–11].

RNAP II transcribes most transcription units in mammalian genomes; ChIP-

seq reveals at least 25 000 RNAP II promoters in HeLa cells (B2 orders of mag-

nitude more than for all other RNAPs combined) [12]. Sequencing of mouse RNA

reveals that B60% of this genome is transcribed [13], and the overwhelming

majority of this expression is probably performed by RNAP II.

The properties of purified and soluble RNA polymerases have been studied

exhaustively [14]. While the core enzyme alone tends not to initiate specifically at

promoters, the presence of additional proteins (i.e., transcription factors) can

increase both the specificity and rate of RNAP II initiations in vitro [2, 15]. How

this in vitro data acquired with soluble proteins relates to that obtained with the

insoluble enzymes that are active in vivo is not fully understood.

RNAP II initially binds to promoters unstably and can often dissociate without

producing a full-length transcript [16]. The transition from a transient “initiation

complex” to an “elongation complex” (which is extremely stable and can transcribe

up to several thousand base pairs) [17] is not well understood. After binding,

RNAP II undergoes multiple rounds of “abortive initiation,” transcribing the bases

directly following the transcriptional start site multiple times before escaping into

the rest of the transcription unit [15]. The transition to elongation also involves

phosphorylation of the C-terminal domain (CTD) of the largest catalytic subunit of

RNAPII, a long disordered tail containing (in humans) 52 tandem heptad repeats

with the consensus sequence of YSPTSPS. The degree and type of CTD phos-

phorylation changes during the transcription cycle, and these probably underlie

the recruitment of different RNA processing enzymes (i.e., the capping and

splicing machineries) [15].

10.2

Transcription Is an Infrequent Event

In a HeLa cell, quantitative “western blotting” indicates B65 000 molecules of

RNAP II [3, 18] are active, while ChIP-seq reveals Z25 000 RNAP II binding sites
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per genome [12]. As this cell contains 3–4 chromosomal sets [19], one may con-

clude that there cannot be many active RNAPs on a typical transcription unit. This

conclusion is at odds with what many of us were taught: that active genes are

usually covered with elongating RNAPs, as in electron micrographs of “Miller

spreads” which show B100 active polymerases tightly packed on a gene (Figure

10.1a). However such micrographs typically show rRNA genes, which are the most

active in the cell and which are transcribed by a special polymerase (i.e., RNAP I)

in the nucleolus (Chapter 12). A systematic study of the other engaged RNAPs (i.

e., mainly RNAP II) in such spreads reveals that B66% have no neighbor within

12 kb (Figure 10.1b) [18].

Analysis of transcript numbers in mouse cells at different stages of development

is consistent with these results (Figure 10.2). About half of all transcripts are present

at less than one copy per cell regardless of developmental stage, and it is rare for a

transcript to be present at >10 copies [21]. It is not the case that poorly expressed

genes are simply “inactive”; studies in yeast show that many are essential [22].

Similarly low numbers of active polymerases/gene and transcripts/cell are

found throughout the evolutionary tree. In Saccharomyces cerevisiae, microarray

analyses reveal thatB80% mRNAs are present at 0.1–2.0 molecules/cell [23], with

only 203 of 4942 ORFs being occupied by >0.5 RNAPs [24]. Although these studies

(a)

(b)

(c)

(i)  Random

Time

Time

(ii) Bursting

Figure 10.1 Electron micrographs of “genes in action” (from HeLa cells). Bars: 1 mm. (a) A

“Miller” spread of an active ribosomal cistron; about 125 RNAP I complexes are engaged on

the cistron. From [20] with permission of the Society of the European Journal of

Endocrinology. (b) Analogous spread of a typical gene, probably being transcribed by one

RNAP II complex. From [18]. (c) Two models: Initiations (arrows) occur randomly over time.

This model gives the patterns in (a) and (b) if initiations occur frequently or rarely,

respectively. Alternatively, initiations occur in “bursts”; the presence of a transcribing

polymerase makes it more likely that another will initiate. This model could again give both

patterns depending on the frequency of initiations within each burst.
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may have underestimated the number of transcripts and RNAPs/gene by a factor

of 3–6 [25], including the appropriate correction does not significantly change the

basic conclusion. Moreover, thorough measurements of a small number of yeast

mRNAs using qRT-PCR shows a range of 0.001–100.0 per cell [22]. In Escherichia
coli, where the original “Miller” spreads revealed 60–80 RNAPs closely packed on

each ribosomal cistron, the overwhelming majority of RNAPs active on protein-

coding genes were spaced 10–20 genes away from their nearest neighbor [26–27].

This view has been confirmed by independent analyses. As the numbers and

degradation rates of transcripts are known, the rates of transcription (and so

number of polymerases/gene) necessary to maintain transcript levels in the face of

known degradation can be estimated; the conclusion is that nearly all active genes

are transcribed at any moment by o1 RNAP, with many being transcribed less

than once per cell cycle [24]. Similarly, when the results of RNAP ChIP on chip

experiments [28] are normalized to the total number of RNAPs in the cell (in

minimal media there are B1500 RNAPs/genome [29, 30]), only B80 genes have

>1 RNAP, and only seven have >2 (excluding ribosomal cistrons; K. Finan,

unpublished data). Although measurements of transcript or polymerase numbers

can vary between studies, the general conclusion is always the same – most genes

are not being transcribed most of the time.

10.3

Transcription Is Noisy

It is clear that, for an mRNA with an average copy number of less than one, dif-

ferent cells contain different numbers of transcripts. However even if the average
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Figure 10.2 The number of different transcripts found at particular copy numbers in four

different mouse cell types (EM¼E12.5 embryo, PL¼E12.5 placenta, ES¼ embryonic stem

cells, TS¼ trophoblast stem cells). Most transcripts are present at B1 copy per cell. Adapted

from [21].
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copy number is higher, it remains likely that a large variation in transcript copy

number exists throughout a population. This is because the cell usually does not

regulate the precise number of transcripts produced, but rather the average rate (or

probability per unit time) at which transcriptional events occur. Transcription is

typically stochastic: although it occurs with a defined probability per unit time, it

also depends on chance. Thus, variability in molecular copy numbers (also

referred to as noise) is an inevitable consequence of stochastic cellular processes.

As we will see below, the type and degree of noise produced during transcription

can reflect underlying regulatory mechanisms.

10.3.1

Extrinsic and Intrinsic Noise

Stochastic initiation is not the only source of noise contributing to variations in

transcript copy numbers. Before discussing the various studies that have examined

the stochastic nature of transcription, it is instructive to consider some of the

origins of copy number variation. Let us model transcription as a simple chemical

reaction, where n is the RNA copy number, and R is the transcription rate. We can

then write:

n�����!Rða;b;c;dÞ
nþ 1

where R depends on multiple factors, including concentrations of RNAPs and

transcription factors, gene copy number, and so on (a,b,c,d. . .) [31].R varies between

cells – even in clonal populations – leading to variations in transcription rates and in

the numbers of RNAs and proteins per cell. This type of variation (noise) is said to

be extrinsic to transcription, because it does not originate in transcription itself, but

is transmitted from upstream factors. [For the sake of simplification, we will

generally neglect downstream factors (e.g., degradation) which also contribute to

noise in protein/transcript copy numbers that is extrinsic to transcription].

However, even if the value of R is the same in every cell in a population, one

would still expect some heterogeneity due to the stochastic nature of transcription.

This noise is “intrinsic” to transcription, as it is not transmitted from upstream

factors; rather, it originates from the probabilistic nature of the process. Whether

noise in mRNA copy number is extrinsic or intrinsic to transcription can be easily

distinguished experimentally. Let us consider a diploid organism, with one copy of

a particular locus expressing CFP, and the other expressing YFP under the control

of the same promoter (Figure 10.3) [32]. If noise were only extrinsic (i.e., tran-

scription rates were different in every cell), then the numbers of CFP and YFP

transcripts would be the same in every cell, and this number would vary between

cells. This is because variations in upstream factors would affect both (identical)

loci equally. However if noise were only intrinsic (i.e., every cell had the same rate

constant and noise arose only from probabilistic initiation/degradation), then

the CFP and YFP transcripts in the same cell would be no more correlated than the
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CFP transcripts in one cell and the YFP transcripts in another (i.e., completely

uncorrelated).

The type and degree of noise intrinsic to transcription depends on the ways the

process is regulated. In Figure 10.4, we compare two genes that express the same

number of (rapidly degraded) transcripts per cell in a population of identical cells;

in other words, all noise is intrinsic to transcription. Initiations on gene a occur

independently, and a steady-state “Poisson” distribution of transcript numbers is

seen across the cell population. Gene b is mostly inactive, but occasionally switches

to produce a “burst” of transcripts (Figure 10.1c). In this case, we find three cell

populations: one with no transcripts, one with close to the maximum, and a third

that lies between the two (once the burst ceases, transcripts are degraded). Although

both genes produce the same average number of transcripts, the populations differ.

Quantitative models have been developed that use more subtle features to choose

whichmodel best fits a distribution (only extreme cases are presented here) [25, 33].

10.3.2

Studies of Noise Suggest Transcription Occurs in “Bursts”

RNA FISH is the most commonly used way of counting transcripts in a cell

population; the number of transcripts per spot can be determined by comparing

fluorescence intensities with the known intensity of a probe. Although it is not
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Figure 10.3 Distinguishing between extrinsic and intrinsic transcriptional noise using CFP

and YFP expressed from identical promoters in a diploid cell. If noise is only extrinsic, the

numbers of CFP and YFP transcripts in a cell should be perfectly correlated. In the cartoon,

each cell has the same number of CFP and YFP transcripts, and in the plot all points lie

along the diagonal. If noise is only intrinsic, the number of CFP transcripts in a cell varies

independently of the numbers of YFP transcripts. In the cartoon, each cell can have the

same or different numbers of YFP and CFP transcripts, and in the plot many points lie off

the diagonal.
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immediately obvious that this method should allow the detection of most tran-

scripts, or provide single-molecule sensitivity, extensive controls show that it does.

RNA FISH gives the same average number of transcripts per cell as qRT-PCR [34],

and – most impressively – probes targeting the 5’ end of a nascent RNA can give

signals that are once, twice, or three times higher than those targeting the 3’ end

(which in this case must reflect the distribution of 1, 2, or 3 polymerases engaged

at different positions along the gene) [35].

RNA FISH provides evidence that mammalian transcripts are not produced

independently of each other (i.e., that the process is non-Poissonian). In a seminal

study, Raj and colleagues visualized transcripts copied from a genomically inte-

grated transgene, and found the number per (CHO) cell varied dramatically [33].

Some 76% of cells contained no transcription site visible in the nucleus, with a

mean of 74 transcripts/cell. The rest contained bright nuclear transcription sites

(where many transcripts were concentrated) and a mean of 244 transcripts/cell

(Figure 10.5). To show that this noise was intrinsic to transcription, they integrated

two distinguishable (but otherwise identical) transgenes at different chromosomal

positions. The expression patterns of the two genes were similar across the

population, but poorly correlated with each other. This observation suggests that

the observed noise did not result from variable upstream factors. As this dis-

tribution was not Poissonian (and so could not have arisen from a series of

independent initiations), they proposed a model incorporating a transition from

an inactive “OFF” state to a bursting “ON” state. This model fits the data well,

yielding an average of B400 transcripts/burst. Moreover, reducing the initiation

rate (by adding doxycycline to reduce binding of the tTA activator to the promoter)

progressively decreased the number of transcripts per cell, whilst the transcrip-

tional noise (defined as standard deviation/mean) was unaffected (if transcription

were strictly Poissonian, noise would increase). Clearly, tTA binding affected

transcription, but another regulator produced the noise. Modeling suggested that

the reduction in binding of the transcription factor reduced the transcription rate
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Figure 10.4 Different transcriptional modes yield different patterns of transcripts numbers in

a population. See text for discussion.
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in the ON state, leaving transition between ON and OFF states unaffected. They

now repeated the experiment, but this time integrated the two distinguishable

transgenes into the same locus. Although both were noisy as before, this noise was

now highly correlated; cells tended either to have high levels of both transcripts, or

low levels of both transcripts. Thus, the source of the noise – the ON/OFF tran-

sition – acted simultaneously on adjacent genomic sites. It is unlikely that these

dynamics are specific to the particular transgene used, as transcripts encoding the

largest subunit of RNAP II show similar heterogeneity [33].

Other studies of cellular transcript copy numbers have uncovered non-Poisso-

nian distributions, but it is unclear whether this noise is intrinsic to transcription.

Bengtsson et al. used single-cell qRT-PCR to show that mRNA distributions in

cells isolated from mouse pancreatic islets had log-normal (i.e., non-Poissonian)

distributions [36]. However, expression patterns of two genes located on different

chromosomes, Ins1 and Ins2, were highly correlated, indicating that the noise was

mostly extrinsic to transcription. This important issue is often ignored; for

example, a heterogeneous distribution of transcript number in a Drosophila
embryo was incorrectly used as evidence for bursting, without a demonstration

that the noise was intrinsic [37]. Although it was argued (in the absence of

mathematical modeling) that the poor correlation between nascent and matured

transcripts meant that noise was intrinsic, this is insufficient; extrinsic factors

could have varied over time (especially in developing cells), and the heterogeneity

could easily have arisen from variability in rates of mRNA degradation.

Some yeast genes are also regulated by non-Poissonian mechanisms that seem

to be similar to those found in mammals. For example, Raser and O’Shea isolated

Figure 10.5 Heterogeneity in transcript copy number in CHO cells expressing YFP. YFP

transcripts were detected by RNA FISH. Some cells express many transcripts, others only a

few. Bar: 5 mm. Adapted from [33].
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noise intrinsic to transcription by engineering diploid yeast expressing CFP from

one locus and YFP from the same locus on the homologous chromosome [38]. As

they lacked knowledge of absolute transcript numbers, they modulated expression

levels (using inducers) in order to query the source of the noise. For a Poissonian

process, intrinsic noise strength (variance divided by mean) should be indepen-

dent of expression level, as was the case for the GAL1 and PHO84 promoters; in

other words, the relevant inducers probably regulated a Poissonian process (other

types of processes can give such results) [39]. However, for the PHO5 promoter,

noise strength decreased strongly with expression level, suggesting an alternative

mechanism was involved. The data could be explained if induction regulated an

ON/OFF transition, without affecting the rate of transcription during the ON state.

Zenkleuksen et al. obtained similar results for some endogenous S. cerevisiae
genes [25]. Using RNA FISH coupled to modeling to count and analyze nascent

and completed transcripts, they argued that transcription in yeast was less

intrinsically noisy than in mammals, and so more Poissonian. But there was one

exception, PDR5 – a gene selected because it was expected to be noisy. Transcript

numbers for this gene were variable, and modeling showed the distribution to be

consistent with bursting. However, this study, too, did not control for extrinsic

variation, which other studies show may be large in yeast (it remains unclear

whether such noisiness mainly results from position in the cell cycle [38, 40]).

In addition to the influence of extrinsic noise, there are other problems asso-

ciated with using “snapshot” distributions of protein or transcript numbers to

infer transcriptional dynamics. Even if a simple ON/OFF model is assumed, the

data from transcript counting often fit a variety of scenarios [25]. Moreover, it is not

clear that a simple ON/OFF model typically used does justice to biological com-

plexity. Theoretical work shows that snapshots of steady-state distributions are

insensitive to the shapes of distributions of both transcripts produced per burst

and gestation times between bursts [39]. Moreover (as discussed below), there is

good reason to expect that a binary ON/OFF switch does not describe the known

behavior of many transcriptional regulators. Counting transcripts using RNA

FISH does have the great advantage that it does not require genetic manipulation.

Even so, the best way of studying transcription dynamics is to monitor tran-

scription rates in single cells over time.

10.3.3

Visualizing Bursts of Transcription in Real Time

A powerful technique for localizing mRNAs in living cells combines expression of

an MS2–GFP fusion protein and a message containing tens of hairpins encoding

the sequence that binds MS2. One copy of the fusion protein binds to each hairpin

soon after the message is made. Then, a fluorescent spot in the cell marks a

nascent RNA molecule decorated with many fusion proteins, against a back-

ground of unbound (and rapidly diffusing) fusion proteins. When transcripts

produced by the lac/ara promoter in E. coli are visualized, spots appear in bursts,

one after another, followed by a silent period. These results do not fit a simple
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model in which transcripts are randomly initiated according to a Poissonian

process; rather, the gene seems to switch randomly from OFF to ON [41]. The lac/
ara promoter stays ON for B6 min (when it produces B2 transcripts) before

switching OFF for B37 min (Figure 10.6). In those cases where it stayed ON for

twice as long, twice as many transcripts tended to be made; this is consistent with

transcripts being made consecutively during a burst (with one polymerase tran-

scribing at any moment) rather than in parallel (with many engaged polymerases

in a convoy). Similar results from the 1960s first described initiation at the tryp-

tophan operon as periodic [42, 43], but the cause of such periodicity remains

unknown.

Similar results were obtained using MS2-GFP tagging to study dscA mRNAs in

the social amoeba, Dictyostelium discoideum [44]. As the population differentiates,

dscA in some cells switches between ON/OFF states with similar lifetimes of 5–6

min, and global expression levels increase through an increase in the fraction of

cells expressing the gene. The system was surprisingly rigid. There was no sign a

gene that was ON could increase its activity either by increasing numbers of

engaged polymerases (quantitative RNA FISH showed each gene was already

maximally packed), or by decreasing the time between ON states. However, there

was a transcriptional “memory”; a gene was more likely to be ON if it had been

transcribed before, probably due to variability in upstream factors. Neighboring

cells also tended to be ON together, perhaps because of they were synchronized

through cAMP signaling.

Creative techniques using an indirect readout – detection of single fluorescent

proteins in E. coli – have also been used to monitor the transcription that precedes

protein production. Thus, Xie and colleagues used sensitive widefield microscopy

to visualize, count, and then bleach single YFP-tagged membrane proteins as they
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Figure 10.6 Visualizing mRNAs in living E. coli with MS2-GFP. An MS2-GFP fusion protein is

used to tag transcripts encoding RFP linked to a tandem array of 96 MS2 binding sites.

Adapted from [41] with permission. (a) In this black and white image, bright (GFP) foci mark

one or more tagged mRNAs, against a diffuse background that fills the cell. The intensities of

both foci and background vary from cell to cell. Bar: 1 mm. (b) Two time-courses indicating

variations in the numbers of RFP transcripts in individual cells. Upper trace: a faint focus

(marking one transcript) appears after B10 s, and then becomes brighter (as an additional

four transcripts appear) after B40 s. Lower trace: five transcripts appear after B30 s in the

first burst, followed by an additional eight after 60 s.
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were being produced under the control of a repressed lac promoter [45]. Proteins

appeared in bursts, and modeling RNA copy numbers and degradation rates

indicated each burst probably reflected translation of a single transcript. The

distribution of the time between bursts fit an exponential decay, as expected of a

Poissonian process. Later, the same group showed that short bursts probably

resulted from partial dissociation of the tetrameric lac repressor, and longer ones

from complete dissociation – which then led to a transcript being produced on the

order of once per minute [46]. These techniques are only now being applied to

higher eukaryotes, and we await results that should give us unprecedented insight

into mechanisms of transcriptional regulation.

10.4

What Causes “Bursting”?

These studies on fixed and living cells make it possible to identify distinct modes

of transcriptional regulation, and the authors sometimes link these modes to

characterized regulatory mechanisms. However in most cases, the nature of the

underlying mechanism remains unclear. We now review some known mechan-

isms and evaluate whether they might be involved. As these mechanisms act over

different timescales, we first examine how long bursts last.

10.4.1

How Long Does a Burst Last?

In D. discoideum and E. coli, bursts last B5 min, but the number of transcripts

produced per burst is either unknown or low. In mammals, modeling suggested

that up to 400 transcripts are produced in one burst, and it is instructive to con-

sider how long it would take this number of RNAPs to initiate on one gene. What

is known about in vivo rates comes mostly from fluorescence recovery after pho-

tobleaching (FRAP) using arrays of induced genes that concentrate GFP-RNAP in

one nuclear spot; after bleaching the spot, the residency time of the polymerases is

inferred from the kinetics of fluorescence recovery. Several studies combine

modeling and biological controls to conclude that polymerases exhibit different

residency times at different stages in the transcription cycle. Darzacq et al. found
that RNAPs bound to CMV promoters (in an array) for B6 s, initiated for B54 s,

and then remained engaged for B10 min [16]. Initiation was inefficient; only

B1% of RNAPs contacting a promoter proceeded to productive elongation. Such a

rate would result in a successful initiation roughly once every 10 min, and a burst

of 400 transcripts would takeB3 days! However, Boireau et al.modeled an array of

HIV-1 promoters, and found initiation to be too efficient to be observed as a

distinct component [47]; another study on heat-shock puffs in Drosophila found

initiation was also efficient [48]. Thus, initiation efficiencies may vary widely,

especially as ChIP reveals wide variations in occupancy ratios between promoters

and their genes [12]. However it seems unlikely that mammalian RNAP II initiates
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faster than bacterial RNAPs on the ribosomal cistrons, which must initiate every

3.4 s to become tightly packed every B85 bp (assuming an elongation rate of 25

nucleotides/s) [26, 41]. Moreover, we have seen that multiple polymerases are

rarely seen together on spread DNA fibers (Figure 10.1b). If we consider an

exceptional case with polymerases spaced 2 kbp apart, and assume an elongation

rate at the maximum end of the range (i.e., 4 kbp/min) – the rate of initiation is

still only once every 30 s, and a burst of 400 transcripts would take 3–4 h. This

is consistent with the transgenes studied by Raj et al. being amongst the most

active in the cell [33].

10.4.2

Typical Transcription Factors Do Not Bind Long Enough to Account for Bursting

The most obvious candidate for mediating ON/OFF transitions is the binding (or

dissociation) of a transcriptional activator (or repressor). Although a transcription

factor (TF) like the glucocorticoid receptor remains bound to its target site for

hours in vitro, FRAP shows that it is bound only for seconds in vivo [49, 50]. A

systematic study of nine other mammalian transcription factors also found that all

exchanged fully within 2 min [51]. It could be that these TFs bind non-specifically

to DNA, or to inactive promoters in an artificial array. However recent studies

address this issue. CUP1 in baker’s yeast is present in a tandem array of 10 copies,

and – in the presence of copper – Ace1 binds to the promoter to activate tran-

scription of each gene in the array (demonstrated by MS2–GFP tagging of nascent

RNA); GFP tagging showed that Ace1 bound to the array also exchanged fully

within 2 min [52]. Clearly, most TFs dissociate within a minute or two, whereas

bursts probably last much longer.

However, some TFs do have longer residency times. In heat-shocked Drosophila,
the heat shock factor accumulates at specific puffs to remain stably bound with a

half life of >6 min [53]. However, these stress-response genes are hyperactive, and

this TF might be atypical. Another exception is the general TF, TBP, which is

suspected of mediating ON/OFF transitions; it takes B20 min to regain full

intensity after photobleaching random spots in mammalian nuclei [54]. In an

analogous experiment in yeast, all protein recovered in 15 s, but the authors noted

their method would be unable to identify a small population that behaved as in

mammals (e.g., a sub-population bound to promoters containing TATA boxes

[55]). Moreover, global studies of noise in protein expression using a library of

GFP-tagged yeast strains shows that the distribution of proteins expressed from

promoters with TATA boxes is noisier than average – a finding consistent with

TBP mediating a non-Poisson process [40]. Notably, transcription factors in pri-

mary tissues may exchange much more slowly. Thus, TFIIH in cell lines recovered

(in a FRAP experiment) in less than 10 s [56], but in primary post-mitotic neurons

B90% remained bound for >1 h in a transcription-dependent manner [57].

Although it is possible that the ON/OFF transitions observed in E. coli were the

result of TF binding/dissociation, little is known about the relevant kinetics. Xie

and colleagues have shown that the lac repressor has long residency times on its
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site in vivo, indicating that TFs could be responsible [58], but other mechanisms

may underlie these bursts.

10.4.3

Effects of Chromatin Remodeling and Histone Modifications on

Transcription Bursts

Chromatin remodeling proteins can reposition nucleosomes in an ATP-dependent

manner to cover/uncover binding sites for the polymerase or its transcription

factors [59], and non-Poissonian dynamics are often attributed to them. (More

detail on remodeling proteins can be found in Chapter 5) For example, knocking

down remodelers increases noise strength (consistent with this process affecting

ON/OFF rates [38]). Genome-wide measurements in S. cerevisiae also reveal that

the expression of genes regulated by remodelers such as Swi/SNF and Isw2 is

particularly noisy [40]. Other evidence that remodeling may act over the same long

timescales as bursting comes from studies of periodic transcription. Transcription

at the yeast CUP1 locus oscillates with a B40-min period, and the oscillations are

abolished by deleting Rsc2 which encodes a chromatin remodeler [52]. However, it

seems that nucleosome remodeling is a more dynamic and variable process with

intermediary states that are not well described by a sharp ON/OFF model [52, 60].

Indeed, the only concrete finding of these studies is that nucleosome remodeling

behaves in a non-Poissonian manner [39].

Changes in the covalent structure of nucleosomes (e.g., acetylation, phosphor-

ylation, methylation) are described in detail in Chapter 4. The resulting effects on

chromatin structure (e.g., to induce eu- or hetero-chromatin) may also underlie

bursting. For example, genes with binding sites for enzymes that modify histones

(such as SAGA) are noisier than average [40]. As these modifications and changed

structures can spread down the fiber, they may be responsible for the ON/OFF

switch identified by Raj et al., as this switch acts simultaneously on adjacent

loci [33].

10.4.4

Transcription Factories

The spatial restriction of transcription to “factories” is likely to have large effects

on transcription dynamics. Below, we discuss the evidence for transcription fac-

tories and speculate on the relation between the spatial and temporal organization

of transcript production. It is widely assumed that an RNAP becomes active by

diffusing to a promoter, binding, and then tracking down the template as it makes

its transcript. Accumulating evidence is consistent with an alternative: a promoter

diffuses to a transcription “factory” where it binds to a transiently immobilized

polymerase, which then reels in the template as the transcript is extruded [61].

We define a factory as a site containing at least two polymerases engaged on

different templates. A typical nucleoplasmic factory in HeLa consists of aB90 nm

core to which are tetheredB16 loops – half through engaged polymerases and half
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through transcription factors. The raison d’être of all factories is the same: to

enhance production by concentrating relevant machines and raw materials in one

place.

Support for this alternative view comes from various sources [61]:

1. After permeabilization, active polymerases resist detachment by nucleases,

which places them at (or close to) points where loops are tied to the core.

2. High-resolution imaging shows nascent RNA is concentrated in a few sites: the

factories (Figure 10.7a). As there are more active molecules of RNA polymerase

nucleic acidBrRNA

nucleolar
factory

(b) a

a
unlikely

likely

likely

activere-initiation gives burst

(i)

(ii)

(iii)

factory

likely

e

a

nucleoplasmic
factory

(a)

Figure 10.7 Transcription factories and bursting. (a) Factories in a HeLa cell. Cells were

permeabilized, nascent RNA extended in Br-UTP, cells cryosectioned (100 nm), Br-RNA

immunolabelled with FITC, nucleic acids counterstained with TOTO-3, and a fluorescence

image collected on a confocal microscope; two views of one cell are shown. Newly-made Br-

RNA is concentrated in factories in the cytoplasm (made by mitochondrial RNAPs),

nucleoplasm (made by RNAPs II and III), and nucleoli (made by RNAP I). Stripping off and

spreading one of the crescents in the nucleolar factory yields a “Christmas tree” like that seen

in Figure 10.1a, while disrupting and spreading a typical nucleoplasmic factory yields B8

structures like that seen in Figure 10.1b. Bar: 1 mm. Adapted from [62]. (b) A model for

bursting. One loop is shown attached to a factory; transcription unit e is tethered closer to

the factory than a – and so is more likely to initiate. (i) Transcription unit e now initiates by

attaching to a polymerase in the factory. As a result a is brought closer to the factory,

increasing the chances that it will initiate. In other words, e enhances the activity of a (and

this is how we imagine many enhancers work). (ii) Gene a now initiates at a polymerase in

the factory. (iii) Gene a now terminates and detaches from the polymerase/factory; once it

has done this, it remains likely to reinitiate to create a burst (as it is still close to the factory).
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II (in human, mouse, newt nuclei) than such factories, and as only one

polymerase is typically engaged on a transcription unit, each factory must

contain many different units.

3. Chromosome conformation capture (3C; for details, see Chapter 9) and FISH

show sequences lying far apart on the genetic map can nevertheless lie close

together in 3D space; significantly, contacting sequences are usually transcrip-

tionally active [63, 64]. For example, after stimulating human cells with

estrogen and mapping genome-wide contacts made by bound estrogen

receptora, contacting partners are often associated with bound RNA polymer-

ase II [65].

Active forms of the three nuclear polymerases are each concentrated in different

dedicated factories. For example, it is well known that active polymerase I is

nucleolar, and polymerases II and III are also concentrated in their own dedicated

nucleoplasmic factories [66]. Results obtained using 3C and FISH suggest that

polymerase II factories specialize even further to transcribe different gene sub-

sets. For example, transcription units encoding factors involved in the globin

pathway (e.g., Hbb-b1, its LCR, Eraf) on mouse chromosome 7 are often (but not

always) together in factories when active [67–69], and the networks of genes

attached to individual factories are now being examined [70, 71]. Moreover, two

mini-chromosomes carrying essentially identical units are transcribed in the same

factories, but inserting into one a different promoter now targets it to a different

factory [72]. It is then easy to imagine that different factories contain factors

required for the transcription of specific gene sub-sets.

While it is known that essentially all elongating RNAPs are found in factories,

it is not known whether or not recruitment of promoters to factories is a rate-

limiting step in initiation. Given that evolution seems to take every possible

opportunity to regulate gene expression, it seems likely that it is (Figure 10.7b). A

model where collision frequency with – and so spatial proximity to – a factory

influences the activity of a gene predicts that dynamic reorganization of chromatin

could have strong effects on gene activity. Modeling a chromatin loop attached to a

factory shows that tethering a locus close to (or far from) a factory can activate (or

repress) the locus [24]. Moreover, once a gene being transcribed terminates and

dissociates, it would still be close to the factory, which contains the relevant

transcription machinery; as a result, it would be likely to re-bind and re-initiate to

give a burst. Such a model also predicts that tethering a transcription unit near a

factory containing the “wrong” kind of transcription machinery would repress it.

Consistent with this model, canonical “silencers” turn out to be transcription units

[61], and tRNA genes (that sequester loci to RNAP III factories) are strong silen-

cers of adjacent RNAP II genes [73]. Such attachment to factories could result in

changes in activity that could last for minutes or hours. They could easily be

responsible for some or all of the non-Poissonian transcriptional dynamics

described above, producing “bursts” (e.g., as a gene re-initiates repeatedly in the

same factory), or more gradual changes in activity (e.g., as the gene drifts away

from, or towards, the relevant factory; Figure 10.7b).

10.4 What Causes “Bursting”? | 251

C10 26 June 2011; 13:17:52

Peter
Sticky Note
insert space: ' ... receptor alpha'



We now know that the nucleus is highly compartmentalized ([74]; see also

Chapters 12 and 17). For example, proximity to the nuclear lamina [75] or pore [76]

(Chapter 8), or requirement for a remodeling complex like SAGA (which seems to

be preferentially active at the periphery; Chapter 5) [69, 77, 78] can all have effects

on transcription. In the absence of evidence concerning mechanism, and applying

Ockham’s razor, we suggest it is likely that all these effects work through the

mechanisms described above (transcription factor binding, chromatin remodeling

and modification, proximity to a factory).

10.5

Conclusion

A full understanding of how the cell regulates gene expression requires detailed

and quantitative dissection of transcriptional dynamics in both cell populations and

single cells. The pioneering studies we describe here have begun to provide such

information, but the underlying mechanisms still remain to be uncovered. This

undertaking will not be trivial, as we can already see that so many factors affecting

activity are interconnected, including transcription factors, localization relative to

factories, and global genomic structure. Still, a thorough exploitation of the meth-

ods described here should provide unprecedented understanding of how the cell

controls transcription.
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Zhao, Z., Göndör, A., Liu, L., Tiwari, V.

K., Guibert, S., Emilsson, L., Imreh, M.

P., and Ohlsson, R. (2009) Nonallelic

transvection of multiple imprinted loci

is organized by the H19 imprinting

control region during germline

development. Genes Dev, 23, 2598–2603.
71 Schoenfelder, S., Sexton, T., Chakalova,

L., Cope, N.F., Horton, A., Andrews, S.,

Kurukuti, S., Mitchell, J.A., Umlauf, D.,

Dimitrova, D.S., Eskiw, C.H., et al.
(2010) Preferential associations between

co-regulated genes reveal a

transcriptional interactome in erythroid

cells. Nat Genet, 42, 53–61.
72 Xu, M. and Cook, P.R. (2008) Similar

active genes cluster in specialized

transcription factories. J Cell Biol, 181,
615–623.

73 Hull, M.W., Erickson, J., Johnston, M.,

and Engelke, D.R. (1994) tRNA genes as

transcriptional repressor elements. Mol
Cell Biol, 14, 1266–1277.

74 Fraser, P. and Bickmore, W. (2007)

Nuclear organization of the genome and

the potential for gene regulation. Nature,
447, 413–417.

75 Andrulis, E.D., Neiman, A.M., Zappulla,

D.C., and Sternglanz, R. (1998)

Perinuclear localization of chromatin

facilitates transcriptional silencing.

Nature, 394, 592–595.
76 Mendjan, S., Taipale, M., Kind, J., Holz,

H., Gebhardt, P., Schelder, M.,

Vermeulen, M., Buscaino, A., Duncan,

K., Mueller, J., Wilm, M., et al. (2006)
Nuclear pore components are involved

in the transcriptional regulation of

dosage compensation in Drosophila. Mol
Cell, 21, 811–823.

77 Cabal, G.G., Genovesio, A., Rodriguez-

Navarro, S., Zimmer, C., Gadal, O.,

Lesne, A., Buc, H., Feuerbach-Fournier,

F., Olivo-Marin, J.-C., Hurt, E.C., and

Nehrbass, U. (2006) SAGA interacting

factors confine sub-diffusion of

transcribed genes to the nuclear

envelope. Nature, 441, 770–773.
78 Luthra, R., Kerr, S.C., Harreman, M.T.,

Apponi, L.H., Fasken, M.B., Ramineni,

S., Chaurasia, S., Valentini, S.R., and

Corbett, A.H. (2007) Actively transcribed

gal genes can be physically linked to the

nuclear pore by the SAGA chromatin

modifying complex. J Biol Chem, 282,
3042–3049.

256 | 10 Transcriptional Initiation: Frequency, Bursting, and Transcription Factories

C10 26 June 2011; 13:17:53



Keywords: green fluorescent protein, RNA FISH, RNA polymerase, single-molecule analysis,

transcription

C10 26 June 2011; 13:17:53




