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1. INTRODUCTION

All eukaryotic cells contain four RNA polymerases originally
defined by their sensitivity to different drugs, and now by the
sets of genes they transcribe.1−4 Polymerase I produces 45S
rRNA (a precursor of 18S and 28S rRNA), polymerase II
transcribes most protein-coding genes, polymerase III makes
various small RNAs (including tRNAs), and the mitochondrial
enzyme transcribes the small genome of this organelle. Active
polymerases I, II, and III are found in nuclei, and the last in the
cytoplasm. Plant cells contain additional activities: polymerases
IV, V,5 and the chloroplast enzyme.6 Of course, there are always
exceptions in biology: in African trypanosomes, RNA polymer-
ase I makes rRNA in nucleoli but also copies genes encoding
certain surface (glyco-)proteins in a different (but nucleolar-
like) structure in the nucleoplasm,7 and human RPPH1 is
transcribed by both polymerases II and III.8

The traditional model for transcription sees the active form
of the polymerase tracking along the DNA template as it makes
its transcript.9 Here, we review evidence for an alternative
where the active enzyme is concentrated with others engaged
on different templates in discrete sites called “factories”. These
factories contain high local concentrations of the machinery
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required to make RNA.10,11 One corollary of this model is that
a polymerase is attached to a factory, and immobilized when
active; then, it works by reeling in the template as the transcript
is extruded. In other words, the DNA moves relative to the
polymerization site (Figure 1; for a movie, see Cook12). Note

that time-lapse imaging of many genetic loci (in living yeast, fly,
and human nuclei) tagged with fluorescent proteins shows that
DNA can diffuse freely throughout a local nuclear volume with
a diameter of 0.5−1 μm within a minute or so,13 during which a
locus can visit several different factories that are typically spaced
∼500 nm apart (see Papantonis et al.14 and Larkin et al.15 for
recent estimates of interfactory spacing). A second corollary is
that the active form of the enzyme becomes a critical molecular
tie that loops the genome (Figure 2).
1.1. Definition of a Transcription Factory

Factories take their name from a related field. When a
mammalian cell is infected with a single Vaccinia virion and
grown in the DNA precursor, [3H]thymidine, autoradiography
reveals one cytoplasmic focus of viral DNA synthesis that
enlarges to contain hundreds of genomes.16 In 1968, the term
“factory” was applied to such foci,17 and it is now used to
describe analogous sites where other viruses are produced. In
the 1990s, the term was applied to places where endogenous
genes are replicated,18 transcribed,19 and repaired.20 In each
case, the term seems appropriate, as all of these sites contain
high local concentrations of the relevant machinery and raw
materials that act through the law of mass action to drive
efficient production. For example, HeLa nuclei contain a 1-μM
pool of RNA polymerase II, but essentially all transcripts are
made in factories where the local concentration is ∼1000-fold
higher.21

We will use the term “transcription factory” to describe a site
containing at least two RNA polymerases (plus associated
machinery) active on at least two different templates. This
compares with the definition of a “factory” in The Oxford
English Dictionary as “a building or range of buildings with
plant for the manufacture of goods” that includes no restriction
on the scale of a factory or the number of machines in it. The
purpose behind our definition is to differentiate our use from
two other cases. First, the term transcription “factory” has been
applied to the various machines involved in the production of
only one mature message (e.g., those involved in capping,
splicing, and polyadenylation).23−26 Second, we wish to
distinguish our factories from cases where two polymerases
are active on the same template. However, our restriction to
two or more polymerases and templates is arbitrary, and nature
will surely not recognize it! As we shall see, factories share
properties with “active chromatin hubs”27 and “chroperons”

(chromatin-based clusters of “operons” or multigene inter-
action complexes).28

1.2. Markers for Transcription Factories

Factories can be localized in various ways; all have short-
comings. Arguably the best focus on activity and involve
incorporation of modified precursors into nascent RNA
(defined as transcripts still associated with the polymerase).
The traditional approach involves growing cells for short
periods in [3H]uridine, then localizing the resulting [3H]RNA
by autoradiography; however, this gives poor resolution, as
silver grains can lie >100 nm away from the tritium source.29

Newer ways involve fluorescence microscopy after incubation
with tagged precursors like (i) bromo-uridine (BrU), bromo-
uridine triphosphate (BrUTP; Figure 3), or biotin-cytidine
triphosphate, when the tagged RNA is detected by indirect
immuno-labeling,19,30−32 or (ii) 5-ethynyl uridine (EU), which
is detected after attaching a fluor using “click” chemistry.33

[Sporadic reports use fluors conjugated directly to UTP,34−36

but these are not widely applied because of concerns whether
RNA polymerases can incorporate these precursors in vivo
(although many do so in vitro).] Cells are grown in

Figure 1. Models for transcription involving a tracking (left) or fixed
(right) RNA polymerase.

Figure 2. A model for the organization of chromatin. DNA is coiled
into nucleosomes, and runs of nucleosomes form a string looped by
attachment to a factory (red sphere) through transcription factors
(blue) and engaged polymerases (orange). A promoter (p) has
initiated, and a fixed polymerase is reeling in its template and is about
to transcribe a; another polymerase is transcribing b. Components in a
factory exchange continually with the soluble pool, and ∼16 loops
(only a few are shown) are attached to the factory. Distal nucleosomes
in long loops tend to acquire a heterochromatic histone code that
spreads down the fiber; they often aggregate around the lamina,
nucleoli, and centromeres. Different factories (different colors)
specialize in transcribing different sets of genes. Modified and
reprinted with permission from ref 22. Copyright 2001 John Wiley
& Sons.
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unphosphorylated precursors for tens of minutes to allow entry
into nuclei, equilibration with internal pools, and incorporation
of enough label to allow detection. However, this time is long
compared to the ∼3 min it takes a human RNA polymerase II
to make (at ∼50 nucleotides/s)37,38 the 8400 nucleotides in a
typical transcript,31 and the ∼1 min for the yeast enzyme to
terminate.39 These problems become more acute with the short
transcripts of ∼100 nucleotides made by RNA polymerase III.
As a result, some labeled transcripts will leave synthetic sites
during labeling, and this inevitably results in mis-localization.
Use of the immediate precursors, tagged triphosphates, requires
permeabilization to permit entry into cells. This has advantages,
despite the obvious disadvantage that structure may be
distorted in the process: internal pools are lost so labeling
becomes more efficient, the rate of polymerization can be
controlled by manipulating precursor concentrations, pulse-
chase experiments show that little BrRNA or biotin-RNA leave
the incorporation site,30,40 and immuno-labeling of the many
tags incorporated into one transcript provides increased
sensitivity.
Factories can also be detected by immuno-labeling the

molecules they contain. Unfortunately, only ∼25% RNA
polymerase II in a mammalian cell is engaged,45 and <10% of
many transcription factors is bound to factories,46 so the
majority is a poor marker for the active fraction. Fortunately,
(human) RNA polymerase II becomes differentially phosphory-
lated during the transcription cycle at specific residues in many
of the 52 heptad repeats in the C-terminal domain (CTD) of

the largest catalytic subunit,47−49 so antibodies targeting the
relevant epitopes are often used to immuno-localize initiating
and elongating fractions.50,51 This again provides increased
sensitivity as more than one antibody molecule can bind to the
many cognate epitopes in one CTD.52

RNA fluorescence in situ hybridization (FISH) is also used.
As <1% of a message can be at the transcription site,53 and as
introns are usually excised and degraded cotranscriptionally,54

intronic RNA is generally targeted. However, little is known
about where introns are degraded, and, as their half-lives (∼5
min in mammals)55 are roughly the time taken to complete a
transcript, it is possible that a fraction of intronic RNA might lie
distant from the polymerase that produced it.
Many approaches described above involve immuno-labeling

coupled to fluorescence microscopy, but the resolution afforded
by conventional light microscopy is (at best) ∼200 nm in the x-
and y-axes and ∼500 nm in the z-axis.56 Even (indirect)
immuno-gold labeling coupled to electron microscopy has the
drawback that the antibodies used are large (length ∼9 nm);
the center of a labeling gold particle with a 5-nm radius then
might lie ∼23 nm away (i.e., 9 + 9 + 5 nm) from the antigen it
marks, a significant fraction of the ∼87-nm diameter of a typical
nucleoplasmic factory.57

Use of a tag like the green fluorescent protein (GFP;
diameter ∼5 nm) fused to a transcription factor,58,59 or a
subunit of RNA polymerase I60 or II,37,45,61−63 allows both
tighter localization and live-cell imaging. However, one
question inevitably arises in any study using GFP-tagging: to
what extent does the tagged protein behave like its natural
counterpart? The best way of ensuring normal behavior is to
replace the endogenous gene with one encoding the hybrid
protein, establish a stable cell-line expressing the modified gene,
and confirm that doubling times remain unchanged. This is
rarely done in mammalian cells, as precise gene replacement is
so difficult. In the case of the GFP-tagged polymerase II
described above, the next best approach was used. An extra
(tagged) gene was integrated into the genome of a mutant
(Chinese hamster) cell that possessed a (lethal) temperature-
sensitive mutation in the largest catalytic subunit; a stable cell
line then was established that doubled at the same rate as the
wild-type cells at the nonpermissive temperature.64 The tagged
polymerase could be seen in numerous overlapping foci
(factories) throughout the nucleoplasm in living cells, but
individual ones were too numerous to be resolved one from
another (even using a confocal microscope). [In Figure 3,
individual foci are resolved because the cell has been
sectioned.] In the case of the GFP-tagged polymerase I
described above, no equivalent mutation was available, so a
“transient” transfection was used.60 Even so, the tagged enzyme
was distributed in nucleoli much like the untagged enzyme.
GFP is also used to tag nascent transcripts at (or close to)

transcription sites. The approach requires two steps: a binding
site for the RNA-binding protein, MS2, is inserted into an
intron in the gene of interest, and GFP-MS2 is expressed in the
cell. The GFP-MS2 then binds to the corresponding transcript,
allowing its localization.61,65,66 Yet, again, a fraction of intronic
RNA could lie distant from the polymerase that made it.
Given that each approach described above has its drawbacks,

it is only prudent to use a number of different ones when
localizing factories.

Figure 3. Transcription factories imaged using a “confocal” micro-
scope. Bars: 1 μm. (A) HeLa cells were permeabilized, engaged
polymerases allowed to extend their transcripts by ∼40 nucleotides in
BrUTP, and fixed; after cutting 100-nm cryo-sections, BrRNA was
immuno-labeled with fluorescein (green), nucleic acids counterstained
with TOTO-3 (red), and images collected. Nascent BrRNA is found in
factories in mitochondria (where the respective polymerase is
active),41,42 in nucleoli (where polymerase I is active), and
nucleoplasm (where polymerases II or III are active). Image courtesy
of A. Pombo, reprinted with permission from ref 43. Copyright 1999
American Association for the Advancement of Science. (B) Stripping
off and spreading one of the crescents from the nucleolar factory yields
the iconic (electron microscope) image of a “Christmas tree” with
∼125 closely packed polymerases. As a nucleolar factory typically
contains four crescents on the surface of a “fibrillar center” (only two
are seen here), ∼500 polymerases are active on 4 genes. Reprinted
with permission from ref 44. Copyright 1972 Society of the European
Journal of Endocrinology. (C) Stripping off and spreading one of ∼8
active transcription units in a nucleoplasmic factory yields this
(electron microscope) image with one polymerase engaged on its
template. Reprinted with permission from ref 32. Copyright 1998
American Society for Cell Biology.
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1.3. What Is Covered in This Review

We provide comprehensive coverage of papers mentioning
transcription factories up to January 2013. We concentrate
discussion on factories containing the nuclear polymerases of
mammals, because they have been analyzed in most detail.
They have been discussed in many reviews.10,11,36,61,67−114 We
also focus attention on studies using “physiological” buffers, as
active enzymes are known to aggregate in abnormal salt
concentrations.115,116 Necessarily, we also address the two
corollaries, that the polymerase attached to a factory is
inevitably immobilized when active, and that the active enzyme
is one of the major molecular ties that organizes the genome. In
addition, we present a simple, unified model for the way
factories are involved in regulating gene expression.
Although this Review will focus on eukaryotes, there is some

evidence that transcription factories are also found in bacteria.
This includes the following: (i) The bacterial nucleoid provides
the prototypic example of loops attached to a core rich in RNA
polymerase.117 (ii) The molecular ties maintaining loops have
been mapped in Salmonella typhimurium (using site-specific
recombination), and most attached sequences turn out to be
active genes,118 which would be required if factories existed.
(iii) Most RNA polymerase in rapidly growing E. coli is engaged
on the ribosomal cistrons, and GFP-tagging shows it to be
concentrated in foci reminiscent of nucleolar factories.119 (iv)
The DNA-binding protein, H-NS, drives clustering of the genes
it regulates into discrete foci in living E. coli, which could well
be factories.120

2. HISTORY
The idea that both DNA and RNA polymerases move along
their templates as they polymerize so pervades our thinking
that it is difficult to establish why and when the idea first arose.
It seems not to stem from experimental results, but from a
perception of relative size; it would be the smallest component
that had to move. This perception is embodied in the statement
made by Arthur Kornberg in 1987 that “The primosome...
moves like a locomotive down the template track.”121 Only
now do we know that polymerases are huge structures that
dwarf the template; for example, a complex containing at least
60 proteins assembles at a promoter during initiation by a
mammalian RNA polymerase.3

2.1. Are Active DNA Polymerases Immobilized?

Despite the prevailing view, there was early evidence that active
DNA polymerases could be immobilized. For example, Jacob
and colleagues speculated in 1963 that DNA polymerases might
be attached to the bacterial membrane to facilitate regulated
initiation of replication and precise distribution of duplicated
templates to daughter cells.122 In the mid-1970s, Dingman then
proposed a model of how fixed DNA polymerases might
work,123 and Berezney and Coffey124 showed that nascent
DNA was tightly associated with a nuclear “matrix”, an
observation that led to a huge literature.125 For example, the
DNA polymerases involved in repairing damage in the template
are also attached to an analogous “cage”.126 However, results
obtained using matrixes and cages were dogged by the criticism
that the structures were artifacts; perhaps nascent DNA and
polymerases aggregated during extraction in the extreme salt
concentrations used during preparation.127

The critical experiment that changed the prevailing view
involved growing rat fibroblasts briefly in the DNA precursor,
bromo-deoxyuridine, and immuno-labeling sites containing the

incorporated label; S-phase cells contained discrete nuclear foci
that each contained many active polymerases.128 Concurrently,
and using isotonic buffers during fractionation, essentially all
DNA polymerizing activity in human cells was shown to be
attached to the nuclear substructure.129 Soon, clusters
containing many polymerases were extracted from nuclei,130

and imaged both in the electron microscope18 and in living cells
expressing a GFP-tagged marker, proliferating cell nuclear
antigen, where they were closely associated with active
polymerases.131 As a result, it is now accepted that DNA
polymerases are immobilized when active.43,132 However,
whether or not active RNA polymerases are also immobilized
remains controversial, despite (as we shall see) evidence similar
to that described above.

2.2. Evidence That Active RNA Polymerases Track

There seems to be only two general kinds of evidence
supporting the idea that active RNA polymerases might track.
The first is exemplified by the iconic images of “genes in action”
taken by Miller and colleagues.133 The most striking of these
depict the “Christmas tree” seen in textbooks, where the trunk
is often a ribosomal cistron packed with polymerases, and the
branches are nascent RNAs (Figure 3B). Significantly, no
immobilizing factory is seen. Analogous images are obtained
with “lampbrush” chromosomes, which can be prepared from
oocytes of many species (but conditions have not yet been
developed that allow us to prepare them from mammals) at the
stage during meiosis when parental homologues pair.134 Unlike
transcriptionally-inert mitotic chromosomes, these are hyper-
active and produce many of the transcripts that sustain the
developing embryo; for example, they are 100-fold more active
than interphase chromatin from embryonic cells.135 Nascent
transcripts can be seen attached to long chromatin loops that
extend away from the chromomeric axis. Again, no immobiliz-
ing structures are seen.
When looking at such images with a traditional eye, it is easy

to imagine that polymerases are frozen in the act of tracking
along the template. However, these static images tell us nothing
about relative movement. Moreover, they are obtained by
disruptive spreading, reflected by the “trunk” of the “Christmas
tree” in Figure 3B being 10-fold longer than the compact
crescent from which it is derived. The images are also highly
selected; we are generally shown the well-spread examples, but
in others nascent RNA (and active polymerase) remains
associated with clumps of partially unfolded chromatin (which
probably represent intermediates in the deconstruc-
tion).32,136−138 A hypotonic buffer is also used during
preparation, and results obtained contrast with those found
after spreading human DNA in a hypertonic buffer: essentially
all nascent RNA remains associated with a central cluster, and
none is seen in loops.139 Why then should one believe results
obtained using one set of destructive conditions and not the
other? In summary, this evidence might be photogenic, but it is
hardly compelling.
The second kind of evidence is based on the successful

reconstruction of transcription in vitro using soluble
components;1−4 the argument then runs, if soluble enzymes
work, there is no need to postulate any role for larger structures
like factories. However, this kind of evidence is compromised.
First, such reactions are inefficient. For example, the synthetic
“super core promoter” is one of the strongest available, but
template usage in a typical reaction is still only ∼40%, despite
the very high protein concentrations and incubations lasting
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many tens of minutes.140 Powerful viral promoters are used
with efficiencies of only 5−15%,141,142 natural cellular
promoters even less,143 and natural promoters covered with
nucleosomes hardly at all.144 Second, transcription reactions
require lengthy preincubations, during which the transcription-
ally competent fraction forms into complexes large enough to
be pelleted by a 5-min spin in a microcentrifuge.145 Reactions
may start with soluble components, but the evidence shows that
a minority of larger complexes constitute the active fraction.
Note also that transcription reactions are generally carried out
in about one-tenth the natural salt concentration.140−144

2.3. First Evidence That Active RNA Polymerases Might Be
Fixed

Treating Escherichia coli with lysozyme, a detergent, and 1 M
NaCl releases “nucleoids” containing rosettes of naked
(supercoiled) DNA attached to a cluster of engaged
polymerases.117 Transcription maintains the structure, as
pretreatment with rifampicin (a polymerase inhibitor) or
post-treatment with ribonuclease releases the supercoils and
disperses DNA. In tune with the prevailing view in the 1970s,
there was no suggestion that equivalent structures might exist in
vivo, and it was assumed that tracking polymerases and their
sticky transcripts were aggregating artifactually to generate the
structure.
Analogous “nucleoids” were soon obtained by lysing human

cells in a detergent and 2 M NaCl;146 they also contained loops
of supercoiled DNA confined in a residual nuclear lamina or
“cage”.147 The logical next step was to see which DNA
sequences might tether loops to the substructure. Nucleoids
were treated exhaustively with nucleases, and it was assumed
that this would detach the remaining DNA and its associated
nascent RNA; only DNA sequences tethering loops to DNA-
binding proteins would be left. Moreover, these DNA
sequences would be repeated and highly conserved, as
supercoiled loops had been seen in yeasts, flies, chickens, and
man.148−150 Yet contrary to expectation, the residual DNA was
transcribed, and it remained associated with essentially all
nascent RNA (labeled with a 1-min pulse of [3H]uridine). This
prompted the suggestion that active RNA polymerases were the
molecular ties that attached loops to the substructure, with the
corollary that the enzyme was immobilized when active.139 [We
now know that the imagined conserved and repeated DNA
sequences do not exist, as the genome projects would surely
have uncovered them.] Analogous experiments soon showed
that genes attached and detached as they became active and
inactive,151 and that a different RNA polymerase, that of
influenza virus, was also immobilized when active.152

These results were rightly criticized on the grounds that
extraction in 2 M NaCl might induce tracking transcription
complexes to aggregate artifactually, and this provoked the
development of “gentle” methods for permeabilizing cells in a
“physiological” buffer. Using such a buffer, RNA (and DNA)
polymerases were found to “run-on” at rates found in living
cells.153,154 If polymerases aggregated during extraction, they
still worked more efficiently than those isolated using
conventional buffers! Nonetheless, the decisive experiment
showing that active RNA polymerases were attached to the
substructure involved encapsulating cells in agarose microbeads
(to protect cells during washes), permeabilizing in a
“physiological” buffer, and combining nuclease treatment with
electro-elution to remove most chromatin; essentially all
nascent RNA and run-on activity then remained (Figure 4).155

2.4. First Evidence That Active RNA Polymerases Might Be
Clustered

As in the case of replication, the critical experiments that
challenged the prevailing view involved visualizing sites of
activity; seeing is believing. In one experiment, HeLa cells
(again encapsulated in microbeads) were permeabilized in a
“physiological” buffer, incubated in BrUTP, and sites containing
BrRNA immuno-labeled; after extending nascent RNA chains
by <400 nucleotides, ∼300−500 focal sites, factories, were seen
in nuclei, and these remained despite nucleolytic detachment of
∼90% chromatin.19 In another, BrUTP was microinjected into
human fibroblasts, which were then grown for 15 min; after
immuno-labeling, discrete foci were again seen.30 These two
results neatly complement each other: in the first, the
possibility that the foci were aggregation artifacts cannot be
excluded (despite the use of isotonic buffers), while in the
second, the labeling time is so long that many completed
transcripts could have left synthetic sites. The combination
makes it likely that both sets of foci reflect the synthetic sites.
The important questions were: Does a focus mark many
polymerases active on one gene or a cluster of many active
genes, and are the active polymerases immobilized?
2.5. Theory: Side-Stepping the Untwining Problem

An RNA polymerase utilizes the energy derived from the
hydrolysis of nucleotide triphosphates to allow each successive
base in the template to occupy the polymerization site. The
template must move relative to the polymerization site (for
movies, see Cheung and Cramer160 and Cook12); theory
suggests it must be the template that moves.
Two topological problems arise when a tracking polymerase

transcribes a double helix. One, the generation of torsional
stress, has been widely discussed and is solved by topoisomer-
ase action on each side of the polymerase; it arises whether or

Figure 4. Distinguishing whether active RNA polymerases are attached
to the underlying structure or not. Cells were permeabilized,
chromatin cut with a restriction enzyme, and electro-eluted to remove
detached fragments; all steps were carried out in a “physiological”
buffer. (i) A polymerase (orange oval) tracks along chromatin (which
might be attached to the substructure; brown zigzag line) as it makes a
transcript (red line). After cutting chromatin into ∼10 kbp pieces with
a restriction enzyme, chromatin should electro-elute with associated
polymerases and be lost. (ii) The polymerase in a factory (red sphere),
which is attached to the substructure, reels in the template, as the
transcript is extruded. Despite cutting and electro-eluting to remove
∼75% chromatin, essentially all polymerizing activity remains.155,156

This experiment was also used to (i) map which DNA sequences
attach loops to the substructure (after exhaustive digestion, residual
sequences turned out to be transcribed),155−158 (ii) measure the
contour length of loops (in HeLa, the average is ∼86 kbp),159 and (iii)
determine whether transcription factors tended to bind mainly to
factories or out in the loop (many are bound to factories).46
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not the polymerase tracks.161 [For example, topoisomerase I
activity seems to be tightly coupled to transcriptional on the c-
fos gene.162] The other, the “untwining problem”,163 awaits
solution. Consider the relative movements of an active
polymerase and template, around and along the helical axis.
As each of the two components can either move or remain still,
there are four formal possibilities. In one, the polymerase
moves both laterally and rotationally, as in our textbooks
(Figure 5, left). Next, as each helical turn is transcribed, the
polymerase plus nascent transcript must rotate around the
template so the transcript becomes entwined about the
template, once for every 10 bp transcribed. Even with a short
gene of 1000 bp, the transcript becomes entwined ∼100 times,
and some mechanism must be found to untwine it to allow
escape to the cytoplasm; no such mechanism has been
uncovered. Should one exist, it must be precise, as untwining
once too few times (or once too many) would still leave an
entangled transcript. One way of side-stepping this problem is
for the transcript to ride piggy-back on the polymerase. If so,
that polymerase would also have to carry ∼10 engaged
ribosomes in prokaryotes or a spliceosome in eukaryotes (as
translation and splicing occur cotranscriptionally). As this
seems unlikely, this model, and one that also involves a rotating
polymerase and moving template, probably do not apply.
Now consider the case where the enzyme translocates

laterally but its rotation is restricted, perhaps by the frictional
drag of the transcript; DNA rotates instead. Yet even one
accidental rotation, which is likely when the transcript is short
and frictional drag limited, would yield an entwined transcript.
Imagining any mechanism that might prevent such accidental
rotation without immobilizing the polymerase is difficult. In
Figure 5 (right), the untwining problem is side-stepped because
the enzyme is static; DNA both translocates and rotates. If one
believes in the textbook model, the onus is on believers to
uncover some solution to the untwining problem; alternatively,
if the polymerase is fixed, the problem does not arise.

2.6. Attached Polymerases Can Work in Vitro

Two experiments showed that immobilized enzymes can work.
One involved adsorbing the bacterial RNA polymerase on to a
glass slide, and adding a template with a promoter at one end
and a gold particle at the other;164 two kinds of particle then
could be seen in the light microscope. One moved with
Brownian motion, the other was restricted to a small
hemisphere on the surface of the slide; presumably some
templates were free, others were tethered through the promoter
to an enzyme attached to the surface. On initiation, tethered
particles become even more restricted in their movement as

they were reeled in by the attached polymerase. The elongation
rate, deduced from the rate the hemisphere shrank, was the
same as that given by the soluble enzyme. A second experiment
measured activity directly.163 A hybrid protein containing the
T7 polymerase was tethered to a large plastic bead through a
peptide linker containing a site for a specific protease; after
incubation without (or with) protease, the bound (and free)
polymerases were found to elongate equally well (but the
attached one initiated more slowly, as might be expected).
Force measurements on single polymerase molecules are

now routinely made using immobilized enzymes,165 and RNA
polymerases turn out to be more powerful molecular motors
than kinesin or myosin. Between 10% and 20% of the free
energy available from one cycle of ribonucleotide addition is
converted into mechanical energy, the efficiency stemming
from the low gearing (the step length of the polymerase is the
short distance between nucleotides, and is ∼1/10th that of
kinesin).

3. ISOLATING FACTORIES

We have seen that two factors make purification of mammalian
polymerases engaged on endogenous templates difficult.32,46

First, active enzymes represent a small fraction of the total
population; most are part of a rapidly-diffusing soluble pool.
Second, engaged polymerases are tightly bound to the
underlying nuclear substructure. Recently, large fragments of
factories were partially purified from HeLa cells; caspases were
used to detach them (in a “physiological buffer”).166 Caspases
are a family of cellular proteases that cut their targets at specific
sites and were chosen because they deconstruct nuclei during
apoptosis; the ones selected did not cut any subunits of the
three nuclear RNA polymerases, except RPB9. Nuclei were
isolated, most chromatin detached with DNase, and fragments
of factories released with caspases and retreated with DNase;
this left ∼50% nascent RNA and endogenous elongating
capacity in a soluble form. Electrophoresis in “blue native gels”
then allows resolution of three partially overlapping complexes
(named complex I, II, or III after the polymerases they
contain); all migrate slower than the largest (8 MDa) marker
available. Finally, mass spectrometry shows that all complexes
share proteins like RNPs, while each possesses a characteristic
set of others. For example, 83% proteins in complex I are also
in the nucleolar proteome, while complex II uniquely contains
five polymerase II subunits plus various transcription factors
(e.g., AP-2, C/EBPβ, CTCF) and epigenetic modifiers (e.g.,
histone-lysine N-methyl transferases EZH2, SUV39H1/2).
Each complex also contains the expected RNAs (e.g., complex

Figure 5. The “untwining problem”. Left: If the polymerization site (orange) tracks, the transcript (red) becomes entangled about the double helix.
Right: If it is fixed, there is no entanglement (the helix then rotates, indicated by the curved black arrow).
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I has ∼33-fold more nascent 45S rRNA, while complex II is
richer in nascent protein-coding RNAs).

4. THE NUCLEOLUS: THE PROTOTYPIC FACTORY
Human loci encoding 45S rRNA are carried on chromosomes
13, 14, 15, 21, and 22; each locus consists of ∼50 tandem 43-
kbp repeats containing the 45S rRNA gene and an
untranscribed spacer.167,168 Each locus appears as a “secondary
constriction” in the mitotic chromosome, and is known as a
nucleolar organizing region (NOR). UBF (upstream binding
factor), the main transcription factor for RNA polymerase I, is
bound to some NORs, and, on exit from mitosis, these NORs
(plus nucleolus-associated chromatin domains containing
satellite repeats)169 fuse into one or more nucleoli. NORs
lacking bound UBF remain inactive and are not initially
incorporated into functional nucleoli.170−172 The resulting
nucleolus is the most prominent cytological feature within the
nucleus (Figure 6A);167,168 it contains high concentrations of
RNA and protein, but little DNA.

4.1. The Nucleolar Assembly Line

A yeast ribosome contains ∼70 structural proteins associated
with one copy of the 28S, 18S, 5.8S, and 5S rRNA species; an
additional ∼170 nonribosomal proteins and ∼70 small
nucleolar rRNAs (most of which are essential) are involved
in ribosome biogenesis.173 These ancillary proteins include
helicases, GTPases, AAA-ATPases, chaperones, and enzymes
involved in modifying rRNAs (mainly through 2′ O-
methylation and pseudouridylation). Mammalian ribosomes
are even more complex, and most of the processing involved in
their manufacture occurs in the nucleolus, which can truly be
likened to an assembly line.
The nucleolus has three distinct zones recognized by classical

electron microscopists (Figure 6B).167,168 The “fibrillar center”
contains high concentrations of RNA polymerase I and UBF. It
appears as the “black hole” in the upper inset in Figure 3A
where it is surrounded by two crescents, each a “dense fibrillar

component”. Transcription by RNA polymerase I of its sole
target gene (encoding 45S rRNA, which is then processed to
28S, 18S, and 5.8S rRNA) takes place on the surface of the
fibrillar center.174 Each gene is tightly packed with ∼120
engaged polymerases, and neither the active gene nor nascent
RNA can be detached with nucleases in an experiment like that
in Figure 4.156 As nascent RNA emerges from the polymerase,
it begins its assembly into ribosomes in the associated dense
fibrillar component.174 Newly-made transcripts are then
processed further in the surrounding “granular component”
to emerge into the nucleoplasm as mature ribosomal subunits.
Quantitative analysis shows that a typical nucleolar factory in a
HeLa cell (i.e., a fibrillar center plus 4 associated dense fibrillar
components) contains ∼500 polymerases engaged on ∼4
templates.32 Figure 7C illustrates how this assembly line might
work.
The above discussion gives the impression that one nucleolus

is much like another. While this is true of some cell types,
nucleoli in others can be highly polymorphic. For example, the
∼234 fibrillar centers in a human fibroblast fall to ∼156 on
serum-starvation,175 and the ∼9 in a peripheral blood
lymphocyte rise to ∼80 as it is stimulated to divide.176 These
results are consistent with the idea that the surface area of the
fibrillar center, and so the number of polymerases accessible to
promoters, determines the transcription rate.
4.2. Nucleolar Factories: General Principles

Despite such variations in nucleolar number and structure,
some principles emerge. (i) Transcription occurs on the surface
of a core rich in polymerases and cognate transcription factors.
(ii) The number of factories (each with a fibrillar center at the
core) is directly related to transcription rate. (iii) Two or more
transcription units are generally associated with one factory
(with the structures induced by the inhibitor, 5,6-dichloro-1-β-
D-ribo-furanosyl-benzimidazole, DRB, being an exception).176

(iv) These units are usually encoded by one chromosome, but
occasionally they can be from different chromosomes. (v) On
entry into mitosis, active units are “bookmarked” by bound
transcription factors to become active in daughter cells, as
unmarked ones remain inactive. (vi) Just as one car factory
might specialize in making Hondas (and not Mercedes),
nucleolar factories make just one kind of transcript to the
exclusion of others. (vii) The occasional association of NORs
on different chromosomes in one fibrillar center provides a
precedent for the somatic pairing of homologous genes when
they are being transcribed. In the specific example of HeLa,
these principles result in ∼15 000 polymerase I molecules being
active in ∼30 factories embedded in several nucleoli, and ∼125
enzymes transcribe each of the ∼4 active units in one
factory.177

5. NUCLEOPLASMIC FACTORIES
RNA polymerases II and III are active in the nucleoplasm.1,2,4

The finding that their nascent transcripts are found in a limited
number of discrete foci, factories,19,30 prompts various inter-
related questions including: how many active polymerases and
templates might there be in one factory, how big are such
factories, and how much transcription occurs outside these hot-
spots of activity? Superficially, these questions seem easy to
answer.
5.1. Number and Diameter

Individual nucleoplasmic factories are so numerous they cannot
be resolved one from another using a confocal microscope; the

Figure 6. The nucleolar factory. (A) Electron micrograph of a HeLa
cell with the nucleolar region indicated. Bar: 5 μm. Originally
published in ref 153. Copyright 1985 Nature Publishing Group. (B)
Magnification of inset in (A) illustrating the three zones in a nucleolar
factory, the central fibrillar center (FC) with associated dense fibrillar
component (DFC), and surrounding granular component (GC). (C)
As the FC is rich in polymerase I and UBF, a promoter is likely to
initiate there, and, once extruded by a polymerase (oval), it lies near
another on the surface and so is likely to reinitiate. Successive
initiations then occur as the promoter snakes over the surface of the
FC. Extruded transcripts (red) are found in the DFC, and, on
completion, these assemble into ribosomes (green) in the GC.
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optical section is thick enough that a factory in the midplane
appears to be overlapped by others lying above and below.
However, most can be resolved by confocal imaging of thin
cryosections of ∼100 nm (as in Figure 3A).178 Yet some foci in
such sections have intensities close to background levels, while
others might even lie below it (because labeling and detection
are inefficient), and setting the background level bedevils
accurate counting. Consider the analogy of counting stars as
dusk falls (and background changes); initially one sees only the
evening star, but soon millions appear. We can easily put a
lower bound on numbers, but how can we be sure all stars are
seen?
This general problem was solved as follows.40 HeLa cells

were permeabilized in a “physiological” buffer, engaged

polymerases allowed to extend transcripts in biotin-CTP for
0−15 min, biotin-RNA immuno-labeled with gold particles, and
sections imaged in the electron microscope. Clusters of gold
particles (marking nascent biotin-RNA) were seen against an
inevitable background of lone particles (Figure 7A); this
background was so low, it was unlikely that two particles would
ever be seen together by chance. Therefore, clusters were
selected where two or more particles lay within 40 nm of one
another (approximately the maximum distance between two
gold particles immuno-labeling one target). If detection were
inefficient and only a fraction of factories were marked by
clusters after 1 min, then increased incorporation should allow
previously undetected factories to be seen (Figure 7B; left).
However, no more clusters were detected after 5 or 15 min (so
all factories were seen), but the number of particles per cluster
increased (as previously detected factories incorporated more
biotin; Figure 7B; right). At the same time, the number of lone
particles remained the same (so they constituted the back-
ground). The total number of clusters (factories) can then be
calculated (using standard stereological procedures) from the
numbers in a section using nucleoplasmic volume, section

thickness, and cluster diameter (which is needed to correct for
some factories being missed because sectioning leaves too little
to be detected).
Approximately 10 000 nucleoplasmic factories were found in

HeLa using this approach. [Faro-Trindade and Cook177,179

provide numbers corrected using an up-to-date estimate of
factory diameter.] Between 2800 and 33 000 are seen in other
cells (i.e., aneuploid mouse teratocarcinoma, euploid and
totipotent embryonic stem cells, salamander cells), using
different precursors (i.e., BrUTP) and imaging methods (i.e.,
cryosectioning plus light microscopy).31,40,177−179 [Only ∼200
were found in mouse fetal liver, adult thymus, and brain, using
antibodies targeting the initiating form of RNA polymerase
II;180,181 however, these are necessarily minimum values, as we
have no way of knowing whether all factories were seen.]
Despite large variations in number, factory diameter and

density remain similar in different cells.177,179 For example,
mouse embryonic stem (ES) cells can be induced to
differentiate into larger or smaller cells; despite a 4-fold
difference in nucleoplasmic volume, factory diameter and
density remain constant, as the total number of factories
increases or decreases. Also, in salamander cells with an 11-fold
larger genome than the mouse, diameter and density are again
similar, despite large increases in volume and numbers of
polymerases.

5.2. Fraction of Transcription in Factories

What fraction of all RNA synthesis takes place in factories? An
upper bound can be determined from the experiment described
above using biotin-CTP.40 If we assume the number of gold
particles in clusters reflects RNA synthesis occurring in
factories, lone particles will reflect any hypothetical nonfactory
synthesis plus the inevitable background. After 15 min, there
are 10-fold more particles in clusters, and, as no more lone
particles appear as more biotin-RNA is made, no lone
polymerases seem to mark active sites. In an analogous
experiment using BrUTP, lone particles constituted ≤8% of all
particles, and, again, most of these were background ones (as
they remained when transcription was inhibited).178 Moreover,
sectioning cuts through some factories to leave just polar caps,
and one can estimate how small such caps must be before they
go undetected. It turns out that caps containing one-twentieth
the nascent RNA in the average factory are detected, so any
missed ones can contain ≤5% of the total.178,182 Clearly,
essentially all transcription occurs in factories.

5.3. RNA Polymerases II and III Are Found in Distinct
Factories

Three kinds of experiment suggest that active forms of RNA
polymerases II and III are each concentrated in their own
dedicated factories.182 All three exploit the greater sensitivity of
polymerase II to α-amanitin, a poison from the toadstool
Amanita phalloides;2 they involve permeabilizing HeLa cells,
BrUTP incorporation, and immuno-detection of BrRNA.
First, if both polymerases are active within the same factories,

and if most factories are detected, we would expect the drug to
inhibit polymerase II and reduce labeling within each factory
without affecting the total number seen. On the other hand, if
the two are found in their own dedicated factories, inhibiting
polymerase II with α-amanitin should reduce the number of
factories seen. Results are consistent with the latter; factory
number falls to one-fifth.182

The second experiment182 involved immuno-localizing one
or other polymerase and their nascent transcripts: polymerase

Figure 7. Detecting all transcription sites. HeLa cells were
permeabilized, and engaged polymerases allowed to extend their
nascent transcripts by up to 2000 nucleotides in biotin-CTP for 0−15
min; after immuno-labeling biotin-RNA with 9-nm gold particles,
sections were imaged with an electron microscope. (A) A typical image
obtained after incorporation for 15 min. There are three clusters of
gold particles in the field (marked by closed arrowheads), and five lone
particles (marked by open arrowheads); cyt, cytoplasm; nuc,
nucleoplasm. Bar: 250 nm. Originally published in ref 40. Copyright
1996 The Company of Biologists. (B) Left: Only two of the three sites
are detected (as they are marked by ≥2 particles), and incorporating
more biotin-CTP allows detection of three sites (as the originally
unmarked one rises above the level of detection). Right: If conditions
allow all sites to be detected (here all marked by ≥2 particles),
incorporating more biotin-CTP increases the numbers of particles per
site, without affecting site number.
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II is found near its own (α-amanitin-sensitive) transcripts but
not polymerase III (insensitive) transcripts, while polymerase
III is found near its own transcripts but not those made by
polymerase II. The third experiment182 exploits steric
hindrance occurring between the large immuno-labeling
probes. Thus, an antipolymerase II antibody blocks access of
another antibody to BrRNA made by polymerase II, but not to
polymerase III protein or the BrRNA it makes. Conversely, an
antipolymerase III blocks access to BrRNA made by polymer-
ase III, but not to polymerase II protein or its BrRNA. These
results suggest that polymerases II and III, like polymerase I,
are found in their own distinct factories.

5.4. Number of Active Polymerases and Genes per Factory

As essentially all RNA synthesis occurs in factories, the number
of active polymerases and templates per factory can be
calculated from the numbers of (i) active polymerases (or
nascent transcripts), (ii) polymerases engaged on each unit, and
(iii) factories. We summarize how these three numbers can be
derived. Reassuringly, different approaches (which presumably
have different thresholds of detection) yield similar numbers.179

Moreover, some approaches confirm corresponding numbers
for polymerase I, which we know reasonably accurately (see
section 4).
The numbers of active polymerases can be determined in

three general ways. In one, cells are permeabilized, engaged
polymerases allowed to extend their transcripts in [32P]UTP for
different times (all in a “physiological” buffer), and the resulting
[32P]RNAs sized. [In some cases, transcripts are trimmed with
ribonuclease A prior to extension to improve the accuracy with
which the number of added nucleotides can be measured, and
in others drugs (e.g., α-amanitin, actinomycin D, sarkosyl,
tagetitoxin) are added to inhibit differentially one or other
polymerase.] Next, the number of growing transcripts is
calculated from the total number of nucleotides incorporated
into all transcripts, and the average increment in length. The
second approach involves quantitative immuno-blotting using
antibodies targeting hypo- and hyper-phosphorylated forms of
polymerase II, and known weights of reference proteins; only a
quarter of all molecules in the cell are active.32,178,179,182 In the
third, the numbers of transcription complexes seen in “spreads”
made from known numbers of nuclei are counted.32

Unlike rDNA genes, a typical (active) polymerase II unit is
associated with only one polymerase (Figure 3C).183−186 For
example, analysis of 100 active HeLa units in spreads like that
in Figure 3C shows that (at least) two-thirds are associated with
only 1 transcript.32 Even in yeast, <1% genes are transcribed by
>1 polymerase.187,188 Studies on GFP-tagged polymerase II
support the idea that transcriptional initiation is rate limiting, so
few units ever become loaded with more than one polymer-
ase.45 In other words, many so-called “active” genes spend most
of their time not being transcribed. In the case of RNA
polymerase III, transcription units are too short to be
simultaneously loaded with more than one polymerase.189

5.5. Architecture

The highest resolution images of nucleoplasmic factories have
been obtained using a special electron microscope and
technique, electron spectroscopic imaging (ESI).57,181 In
conventional electron microscopy, stains that contain heavy
metals like uranium enhance contrast by deflecting an electron
in the beam so that it fails to pass through the slit to be imaged.
In ESI, sections are unstained, and contrast depends on
endogenous atoms. When a beam electron interacts with one

orbiting a phosphorus or nitrogen nucleus, it loses a
characteristic amount of energy (153 or 120 eV, respectively).
Scattered electrons now pass through a spectrometer, and
images of phosphorus (or nitrogen) in the sample are collected
by repositioning the slit.
Relative to other cellular constituents, nucleic acids are rich

in phosphorus, and proteins in nitrogen. In Figure 8A,

phosphorus and nitrogen have been pseudocolored red and
green, and chromatin, rich in both, appears yellow. Nascent
BrRNA is marked by gold particles (pseudocolored white), and
these mark a (green) factory.57 Although factories are
polymorphic (Figure 8B−D), they are relatively homogeneous
in size. For example, in HeLa, 75% have diameters between 60
and 120 nm, with an average of ∼87 nm.57 In mouse
erythroblasts they are slightly larger (i.e., 130 nm), with a
fraction rich in the transcription factor KLF1 being larger still
(i.e., 174 nm).181 The number of phosphorus and nitrogen
atoms in a factory can be determined by reference to signal
from a nucleosome, which has a known atomic constitution.
The (green) factory core in HeLa typically has a mass of ∼10
MDa, and a density one-tenth that of the nucleosome (so is
probably porous like a sponge). It also contains little
phosphorus, consistent with templates and nascent transcripts
being attached to the surface. As these factories possess such
characteristic phosphorus:nitrogen ratios, they can be detected
in unpermeabilized HeLa cells (although then one cannot be
certain they are transcriptionally active).
The diameter of nucleoplasmic factories has also been

measured indirectly using RNA FISH and probes targeting two
different transcripts produced in one factory.15,190,191 Each
probe hybridizes to an intronic region in the transcript, which,
even if stretched out, spans less than 200 nm (the diffraction
limit of the light microscope). If the two transcripts are made in
the same factory, the red and green FISH signals inevitably
overlap to give a yellow focus. Gaussian curves are fitted to the
individual red and green distributions underlying such yellow
foci, and the distance between peaks measured with ∼15-nm
precision. 2D distances range from 7 to 102 nm (mean 62 nm).
This distribution fits a model where pairs of red and green

Figure 8. Images of nucleoplasmic factories obtained using electron
spectroscopic imaging. HeLa cells were permeabilized, nascent
transcripts extended in BrUTP, and resulting BrRNA immuno-labeled
with 5-nm gold particles; after sectioning (70 nm), images of
endogenous phosphorus (red) and nitrogen (green), plus immuno-
labeling gold particles (white), were collected and merged. (A) Five
gold particles mark BrRNA in a nitrogen-rich factory (perimeter
indicated by a dotted line). Absolute numbers of N and P atoms within
this perimeter can be calculated using nearby nucleosomes as
references (arrowheads). (B−D) Examples illustrating how poly-
morphic factories are. Bars: 100 nm. Originally published in ref 57.
Copyright 2008 The Company of Biologists.
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points are repeatedly and randomly distributed in a 35-nm shell
surrounding an 87-nm diameter sphere. These results are
consistent with nascent transcripts copied from the two
different genes lying on the surface of one 87-nm factory.
In summary, transcription in nucleoplasmic factories, as in

nucleolar ones, occurs on the surface of a protein-rich core,
where two or more transcription units are associated with one
factory. Unlike nucleolar factories, which vary greatly in size,
nucleoplasmic ones generally have diameters of 50−175 nm. In
the specific case of polymerase II and a population of dividing
(subtetraploid) HeLa nuclei, ∼64 000 molecules are active in
∼8000 factories, each containing ∼8 enzymes active on a
different template.32,40,177−179 If we correct these values using
recent estimates of factory diameter (i.e., 90 nm15,57,190,191

instead of the 46 nm used previously),178 and the average
nucleoplasmic density seen in various cells (i.e., 9.3 factories/
μm3),177 there would be ∼6000 factories with ∼10 active
polymerases per factory. As factory number scales with
nucleoplasmic volume,179 a “normal” diploid human umbilical
vein endothelial cell (HUVEC) in the G0 phase of the cell cycle
would contain 2200 factories (calculated assuming nucleoplas-
mic volume represents 80% nuclear volume of ∼300 μm3, and a
density of 9.3 factories/μm3).14 In the case of polymerase III
and HeLa, ∼10 000 molecules are active in ∼1800 factories.182

5.6. The Production Line

The synthesis of a mature mRNA involves cotranscriptional
capping, splicing, and polyadenylation.25,192,193 While we
currently lack detailed plans of the production line, it is clear
the C-terminal domain (CTD) of the catalytic subunit of the
polymerase both interacts with, and regulates, much of the
necessary machinery.47−49 The CTD may even bind to many of
the stations on the line simultaneously, simply because the 52
heptad repeats in the human protein could extend ∼200 nm
away from the catalytic core.47

The presence of one station in the production line, a proof-
reading unit containing a translating ribosome that first detects
incorrectly positioned stop codons in a (faulty) transcript and
then triggers “nonsense mediated decay” (NMD),194 is
controversial.195−203 Nevertheless, (i) ribosomal proteins do
associate with nascent RNA,195,196,200,201 (ii) translational
initiation factors (i.e., EEF1D, EIF1AY, EIF2S1/2, EIF3A/C/
D/I) copurify with polymerase II factories, but not those
containing other polymerases,166 and (iii) the CTD interacts
with translation initiation factors (e.g., eIF4E, eIF4G),
ribosomal subunits (e.g., S6, ribosomal P site antigen), NMD
proteins (e.g., UPF1, 2, 3a),200 components involved in
destroying unwanted transcripts,204−206 and the protea-
some.207−209 Whatever the outcome of this controversy, the
inclusion of so many other stations in this production line
ensures that the organization is complicated, and Figure 9
illustrates a model for it.
The phenomenon known as “trans-splicing”, where an exon

in one gene is unexpectedly joined to an exon in another,
occurs extensively in mammals.210−212 As the DNA templates
encoding trans-spliced transcripts yield “3C” products (below),
it is easy to imagine that the process occurs sporadically in a
factory containing a number of closely packed production lines:
one intron-containing transcript might mistakenly associate
with the splicing machinery in a neighboring line.

6. PRINCIPLES UNDERLYING FACTORY FORMATION
We now discuss some general mechanisms that underlie the
formation of large structures like factories that might act in
addition to the ones familiar to most biologists such as
hydrogen bonding, van der Waals forces, hydrophobic forces,
and charge interactions.
6.1. Clustering Driven by DNA-Binding Proteins

Consider two transcription factors, like C/EBPα and β,214

present at ∼1 nM (a typical concentration in the nucleus), and
able to interact with each other with a Kd of 10

−7 M (again a
value typical of a transcription factor); <1% will dimerize (i.e.,
the equilibrium is well toward the monomers).215 However, in
the presence of a DNA molecule with two cognate binding sites
10 kbp apart, protein binding to these sites creates a local

Figure 9. A model for one production line in a polymerase II factory.
A loop attached to a factory (top) and the magnification of one
polymerizing complex (below) are shown. This complex contains all of
the machinery necessary to create a message (positions chosen for
artistic convenience), but it is unclear how many different components
are simultaneously bound to it. (A) The CTD associates (counter-
clockwise) with components involved in capping (brown), transcript
degradation/NMD (blue), translational proofreading (green), pro-
teolysis (black), splicing (magenta), and polyadenylation (red “A”).
(B) Transcription begins as the template binds to the polymerase; the
CTD is now hyper-phosphorylated (CTDP), and a cap now tethers the
5′ end of the nascent transcript to the complex. (C) The transcript is
extruded through a splicing complex as the ribosome/NMD
machinery proofreads the spliced message; positioning ensures the
proofreading machinery cannot read introns that may contain
termination codons. (D) Introns are removed (lariat), and the
transcript is polyadenylated and ready to be released. If errors are
detected by the proofreading machinery, the faulty transcript (and
faulty peptide) are degraded by nucleases (and proteasomes). The
engaged polymerase will finally terminate, and the mRNA will be
exported to the cytoplasm.213 Adapted from ref 200. Copyright 2004
The Company of Biologists.
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concentration that drives two-thirds into the complex; now the
equilibrium is well toward the protein:protein complex. This
means that bound transcription factors will inevitably cluster, to
loop the intervening DNA. However, such clusters/loops are
unlikely to persist for long, as GFP-tagging shows the factors
typically reside on DNA for <10 s.13

6.2. Clustering Driven by the Depletion Attraction

Now consider the crowded nucleus, where many macro-
molecules continually bombard larger complexes from all sides.
When two larger complexes come into contact, the smaller
macromolecules are sterically excluded from a volume between
the two and so cannot knock the two larger complexes apart; as
a result, an entropic “depletion attraction” (equivalent to the
osmotic pressure exerted by small macromolecules on opposite
sides of the two large complexes) keeps the two large
complexes together (Figure 10).216,217 Theory also suggests

crowding affects the rate by which equilibrium is attained, by
speeding looping (by reducing effective loop length and so
increasing diffusive encounters) and slowing unlooping (by
increasing viscosity).218 If the larger complexes are mammalian
RNA polymerases (with associated transcript and spliceosome)
bound 20 kbp apart on one DNA segment, the energy involved
in this depletion attraction is roughly equivalent to the entropic
cost of looping the DNA. In other words, the two engaged
polymerases will often be together.219 Here, the attraction will
act for as long as the polymerases transcribe, which can be
many minutes220 (and even longer as one-third of engaged
polymerases are stalled).221 More open conformations of the
chromatin fiber can also drive clustering,222 and a number of
individual loops will themselves cooperatively aggregate into
rosettes and more complex structures involving other
fibers;219,223 however, entropic costs increase rapidly as the
number of leaves in a rosette increases beyond ∼15.224 [For a
model involving the aggregation of multiblock copolymers into
microdomains, see Canals-Hamann et al.225]

6.3. Disordered Assembly of Preinitiation Complexes and a
Role for Kinetic Proofreading

Classical biochemistry shows that active transcription com-
plexes can be assembled in vitro from individual components in
a stepwise and rigid temporal order.2 However, studies using
GFP-tagged components suggest that such a pathway is not
followed in vivo. Instead, individual components continually
collide with each other, and only occasionally do the
appropriate ones come together at the same time; usually,
the resulting complex disassembles immediately, and only after
repeated attempts does a stable, productive, preinitiation
complex form.37,58,60,61

The formation of the complex involved in nucleotide
excision repair is better understood than the ones involved in
transcription,226 and it provides a precedent for the role of
“kinetic proofreading” during assembly of a complex biological
structure.227,228 Assembly does not follow a linear pathway;
instead, it follows a network of parallel pathways, so inevitably
there are many unfavorable paths including some that lead to
nonproductive products. Proofreading involves the disassembly
of such unwanted products, so the system can have additional
goes at making the wanted ones. Naturally, this comes at the
cost of unproductive cycling, and so increased reaction time.
Importantly, the system also allows assembly with a specificity
above the level available from the free energy differences in
intermediates, through the input of additional free energy (e.g.,
by irreversible hydrolysis of ATP). One can imagine this
occurring both during the assembly of a factory and
transcriptional initiation.

7. CHROMATIN LOOPS
That the chromatin fiber might be looped is an old idea.21

Initial evidence came from images of lampbrush loops (see
section 2.2), the demonstration of supercoiling in linear
eukaryotic chromosomes both in vitro146,148 and in vivo (as
looping is required to maintain the supercoils),229,230 and the
rate at which nucleases cut chromatin (fragments were only
released when two cuts were made in one loop).231 Another
enduring idea is that some conserved protein would act as the
molecular tie that stabilizes the loops,21 and CCCTC-binding
factor (CTCF) is one current favorite.232 However, the
approach used in Figure 4 with a “physiological” buffer showed
that (i) transcription units are major players,155−158 with
roughly one-half the attachments being within the body of the
units, and one-half from the promoters driving those units,157

and (ii) loops in HeLa cells had a broad range of contour
lengths centered around ∼86 kbp.159 More recently, FISH has
been used to measure the physical separation between pairs of
human genes in 3D nuclear space; it depends on the number of
intervening base-pairs in a way best fit by mixtures of local and
giant loops of 0.1−1 Mbp.233,234 However, decisive evidence for
looping awaited the development of new techniques.

7.1. Multiscale Looping Detected Using 3C

Studies on loops were revolutionized by the introduction of
chromosome conformation capture (3C).235 This technique
allows detection of two chromatin segments that lie together in
3D nuclear space, and it soon confirmed that a regulatory
element often looped back to contact its target pro-
moter.180,235−237 [A related technique introduced at the same
time, RNA TRAP (tagging and recovery of associated
proteins), confirmed 3C results.238] Subsequently, 3C was
coupled to high-throughput read-outs involving microarrays

Figure 10. How the nonspecific (entropic) “depletion attraction”
drives looping. (i) In a crowded cell, many small soluble macro-
molecules (orange) bombard large complexes (red) from all sides
(arrows). When the two complexes come into contact, small
macromolecules are sterically excluded from the green volume
between the two and so cannot knock the two large complexes
apart; as a result, a “depletion attraction” keeps the large complexes
together. (ii) When the large spheres (polymerases) are threaded on a
chromatin fiber, this depletion attraction is only partially countered by
the entropic cost of looping. It has the strength of a few H-bonds, and
will act for as long as polymerases remain engaged. This “attraction”
can act in the absence of, but may be supplemented by, forces like H-
bonds, van der Waals forces, hydrophobic, and charge interactions.
Modified with permission from ref 219. Copyright 2006 Elsevier.
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and next-generation sequencing to give a technique known as
“4C”,239 while other variants like “5C”,240 “GCC”,241 “Hi-C”,242

and “ChIA-PET” (chromatin interaction analysis coupled to
paired-end tagging)28,243 permit interrogation of genome-wide
interactomes at an ever-increasing resolution driven by
improvements in sequencing capacity and software.244−248 All
of these techniques confirm that the genome is formed into
loops at multiple scales, from a few kbp to many Mbp, and that
contacts are often between different chromosomes.

7.2. Contacting Sequences Are Generally Transcribed

The application of 3C shows that both sequences in contact are
usually transcribed. Examples at the local level include genes
encoding interleukins and their regulatory elements (in CD4+
T lymphocytes),236 the human pituitary growth hormone gene
and its “locus control region” (LCR),249 globin and its LCR (in
erythroid lineages),180,250−254 various immediate-early genes
like myc with each other (in stimulated B lymphocytes),255 VH
with DJH regions during V(D)J recombination in the IgH locus
(in lymphocytes),256 several Hox genes (as digits devel-
op),257−259 paternally expressed and imprinted murine gene
loci,260 and those involved in mounting the inflammatory
response.14,190 If transcription stabilizes the contacts, inhibiting
transcription should eliminate those contacts. However,
treatment with DRB (which blocks phosphorylation of Ser2
in the CTD of the largest subunit of the polymerase and so
inhibits elongation) eliminates some, but not all, con-
tacts;190,191,261,262 therefore, DRB-insensitive forms of the
polymerase (like the ones phosphorylated at Ser5 of the
CTD) must maintain some contacts and/or additional players
must be involved.
On a genome-wide scale, active segments of the genome

often coassociate, as do inactive ones.242,243,246 Studies of
distinct 0.2−1 Mbp domains on inactive X chromosomes,263

and of the 1% of the human genome analyzed in the ENCODE
project, confirm these general principles.264 Moreover,
reanalysis of the original Hi-C data from human lympho-
blasts242 shows that coexpressed genes and DNase-sensitive
sites (which mark active promoters) are frequently found
together,244,245 and this has recently been confirmed in other
cell types.246,265 ChIA-PET applied to various human cells
further reinforces the general conclusion; for example, 65%
sites binding RNA polymerase II also mediate looping, with
many of the binding sites clustering together into “chroper-
ons”.28 As might be expected, similar results are obtained with
other eukaryotes. In the fly, inactive (polycomb-occupied) as
well as active regions coassociate,266−268 as do highly
transcribed genes in yeast,247,269 especially coregulated ones
and those encoding tRNAs.270,271

7.3. Immobilized and Active Polymerases Are Major
Molecular Ties Maintaining Loops

A decisive experiment showed that immobilized and active
RNA polymerases can act as the molecular ties that maintain
loops.190 It involved two human genes that could be switched
on within 10 min by tumor necrosis factor α (TNFα), a
cytokine that signals through nuclear factor κB (NFκB) to
activate and repress many genes. One gene, 10-kbp TNFAIP2,
is then transcribed repeatedly; the other, 221-kbp SAMD4A, is
so long that the polymerase only reaches the terminus after
∼75 min. The two genes lie ∼50 Mbp apart on chromosome
14. If the conventional model for transcription applies, the
short gene should never lie near enough to any part of the long
gene to yield a 3C product at any time before or after

stimulation (Figure 11A; left). Yet if both responding genes are
transcribed by two polymerases immobilized in one “NFκB”

factory, the two promoters should come together when they
initiate, and, subsequently, the short gene should contact only
the part of the long gene that happened to be transcribed at
that particular moment (Figure 11A; right); this is the case.
RNA FISH confirms that the respective nascent (intronic)
transcripts lie together at the appropriate times. This
experiment shows that active polymerases cannot track, and,
at the atomic level, we imagine that the template is reeled in
through the polymerase just as shown in movies.12,160 It also
indicates that the two polymerases act as the molecular ties that
(transiently) maintain a ∼50-Mbp chromatin loop. As
analogous results are obtained with the same long gene and a
short gene lying on a different chromosome, it further shows
that the polymerases can mediate both inter- and intra-
chromosomal contacts.
Analysis of SAMD4A, and two other long human genes (312-

kbp EXT1 and 458-kbp ZFPM2) that also respond to TNFα,
shows that two active polymerases can also fold a gene into a
subgene loop. Once a “pioneering” polymerase initiates on each
of these genes, it transcribes steadily to reach the terminus >1 h
later; additional polymerases (“followers”) then repeatedly
initiate and abort within ∼10 kbp of the promoter (why these

Figure 11. Distinguishing between “tracking” and “fixed” polymerases,
after switching on transcription of two genes (blue), one long and one
short, lying far apart on the genetic map. (Left) Polymerases (orange
ovals) diffuse through the nucleoplasm, bind to promoters, and track
along the genes as they produce their transcripts (red lines). As the
genes lie far apart in sequence space, the two rarely lie together in 3D
space before or after activation. (Right) The two genes diffuse to a
factory (red sphere), and initiate there; immobilized polymerases then
reel in their templates as they extrude their transcripts. Now, the two
promoters are found together. The short gene is repeatedly transcribed
as it detaches and reattaches to the factory (dotted arrow). It takes
much longer to transcribe the long gene, and when the pioneering
polymerase has transcribed two-thirds of the way into the long gene,
the segment being transcribed now lies next to the short gene. As a
result, contacts (detected by 3C) change in a predictable manner,
sweeping down the long gene from promoter to terminus. Results are
consistent with the latter model. Modified from ref 190. Copyright
2010 Public Library of Science.
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should abort remains unclear).38 3C shows that a subgene loop
(tethered by the “pioneer” and one of the “followers” to the
same factory) develops within each long gene after stimulation,
and that this subgene loop enlarges as the “pioneer” continues
to reel in DNA and transcribe it.15,191 [For a different kind of
analysis, see Ohta et al.272]

7.4. Transcription Factors Act as Additional Ties

Many other proteins have been suggested to act as the
molecular ties that maintain loops in different situations. We
suggest most seen to date share one unifying property: they are
transcription factors (often bound with active polymerases to
genic and nongenic transcription units), and so will probably
perform their functions as ties in factories. [Here, we use the
term “transcription factor” to include proteins that both up-
and down-regulate RNA synthesis. As a result, we consider a
protein like HP1, the prototypic marker of heterochromatin,
and which is now known to be a transcriptional activator,273 to
be a transcription factor.] Many other transcription factors will
be discussed in section 8 (e.g., Oct-1, EKLF, GATA-1, ERα,
NFκB), but here we illustrate this point using as examples two
very different proteins that are not primarily thought of as
transcription factors.
CTCF is a currently considered to be a major molecular

tie.232 It was first characterized as a negative regulator that
bound to three direct repeats of the CCCTC-motif in the 5′-
flanking sequence of the chicken c-myc gene;274 later it was also
shown to be a boundary element, loop organizer, and
transcriptional activator.232 Although some CTCF is bound
to regions 3C shows to be in contact, most is found in
noncontacting regions;246 clearly, the majority is not involved
in maintaining loops. Moreover, other transcription factors
(e.g., E2F4, STAT1, YY1) are usually present both in higher
abundance and on more of the contacting partners than
CTCF.275−277 Also, when CTCF is bound, then RNA
polymerase II is usually bound too.28,243−246,250,275 Therefore,
in those cases where CTCF functions as a molecular tie, we
suggest that current evidence indicates that it acts mainly in
conjunction with the polymerase.
Polycomb-group proteins are additional ties that are usually

thought to organize inactive (rather than active) genes into
(silent) “polycomb” bodies.78,266 Applying Occam’s razor, we
speculate that such bodies will prove to be transcriptionally
active, simply because polycomb proteins are usually bound to
promoters (often in CpG islands) that drive the production of
(often noncoding) GC-rich RNAs, which can, in turn, fold into
the hairpins that recruit polycomb and associated factors.278

In summary, we suggest that current results are consistent
with most loops being tied by polymerases and/or transcription
factors. Of course, this does not exclude the possibility that
some loops will be stabilized by other molecular bridges outside
factories. However, we do also suggest that it is only prudent to
check whether a protein stabilizing a loop is closely associated
with an active polymerase before promoting it as a novel extra-
factory tie.

7.5. On Inter- and Intra-chromosomal Contacts

Hi-C experiments clearly demonstrate that a typical point on a
chromosome often contacts flanking regions on the same
chromosome, and that such cis contacts fall off rapidly as the
number of intervening base pairs increases.242,245 In contrast,
(trans) contacts with other chromosomes are so rare they are
often considered part of the background. This may be
appropriate for points out in a loop, but not for points

attached to a factory. Consider, for example, the SAMD4A
promoter. When inactive, 4C shows the promoter only makes a
few contacts, and essentially all of these are local cis ones.14

This is consistent with the promoter being in relatively empty
“outer” space distant from a factory (as in Figure 12B, left); as a

result, it behaves like most points in the genome as they are
similarly positioned. However, when activated by TNFα, many
new contacts appear, and most of these are with other now-
active and responsive genes on many different chromosomes,
now consistent with the promoter being close to a densely
populated factory transcribing responsive genes from around
the genome (as in Figure 12B, right).14 Similarly, ChIA-PET
(applied using a pull-down of ERα or the polymerase) allows
focus on contacts made just by transcriptionally active
sequences; here, two-thirds of the contacts are trans
ones.14,243 In summary, a “typical” DNA segment may make
few trans contacts, but transcribed segments make many, and
these do not simply reflect the background!

8. FACTORIES SPECIALIZE IN PRODUCING DIFFERENT
TYPES OF TRANSCRIPT

We have seen (section 5.3) that each of the three kinds of
nuclear RNA polymerase are concentrated in their own
dedicated factories. We now describe how different nucleo-
plasmic factories further specialize in transcribing different gene
subsets.

Figure 12. Development of “NFκB“ factories on stimulation with
TNFα. (A) Before stimulation, the transcription factor (TF; green) is
predominantly cytoplasmic (cyt); TNFα induces phosphorylation and
translocation into the nucleus (nuc). Modified with permission from
ref 301. Copyright 2010 Elsevier. (B) Genes 1, 3, and 5 are being
transcribed in a factory (red sphere), while TNFα-responsive genes 2,
4, and 6 are unattached and inactive. TNFα induces phosphorylation
of NFκB (NFκBP), import into the nucleus, binding to responsive
promoters and/or the factory, and, once relevant promoters diffuse
through the nucleoplasm and collide with the factory, transcription of
responsive genes in what has become a “specialized” factory (green
sphere). As a result, gene 2 is now cotranscribed with other responsive
NFκB-binding genes. Gene 1 is still attached and transcribed, but may
later be replaced by responsive gene 6. Modified with permission from
ref 14. Copyright 2012 Nature Publishing Group.
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8.1. Factories Specializing in Transcribing Protein-Coding
Genes

Early work pointed to selected groups of genes associating with
a particular nucleoplasmic structure to be transcribed.94,114

Examples include: (i) genes on human chromosomes 6 and 7
utilizing Oct1 and PTF (with “OPT domains”),279 (ii) satellite
III repeats on human 9q12 that bind heat shock factor 1 (with
“stress granules”),280 (iii) the major histocompatibility locus
(with “PML bodies”),281 (iv) yeast tRNA genes (with the
nucleolar surface),282 (v) infecting viral genes (with concen-
trations of RNA polymerase II),283 and (vi) histone genes (with
“Cajal bodies”; below). It now seems likely that each of these
bodies is a different kind of factory rich in the factors required
to promote transcription of selected genes.
Introduction of 3C led to the identification of physical

contacts between coregulated genes, and those made by the
mouse β-globin gene, Hbb-b1, provide the best-characterized
examples. Hbb-b1 lies tens of kbp away on chromosome 7 from
its LCR, and ∼25 Mbp away from Eraf (which encodes an α-
globin stabilizing protein); many 3C contacts are seen among
the three regions in erythroid nuclei (where all three are
transcribed), but not in brain nuclei (where all are
inactive).180,252,253,284−286 DNA and RNA FISH coupled to
immuno-labeling, as well as RNA sequencing combined with
chromatin immunoprecipitation, confirm that active Hbb-b1,
the LCR, and Eraf are found together in sites rich in
polymerase II.180,254,287,288 These “globin” factories, which are
also known as “active chromatin hubs”,284 associate with other
highly-expressed genes in the erythroid lineage, and contain
many of the required transcription factors (e.g., EKLF, GATA-
1, FOG-1).180,252,253,286,289,290 Genes encoding interleukins,291

cytochrome c subunits,292,293 histones,248 Hox proteins,258,259

or ERG-driven transcription units294 also cluster together,
presumably in analogous specialized factories.
Although most polymerase II transcripts are spliced, some

are not; it seems that different factories make the different sets
of transcripts. Thus, early work showed that genes encoding
transcripts with characteristic 3′ stem-loops but no introns or
poly(A) tails (i.e., histone mRNAs, small nuclear RNAs U1−4,
U11, and U12) were all transcribed on the surface of “Cajal
bodies”.295,296 Subsequently, a direct test showed that an intron
could target a gene to a different factory: two mini-
chromosomes carrying identical (intron-less) transcription
units were transcribed in the same factories, but inserting
into one an intron (or a different promoter) now targets it to a
different factory.297,298 Moreover, ChIA-PET (applied using a
“pull-down” of RNA polymerase II) shows that intron-less
genes often contact each other,28 in “non-splicing” factories.
Polymerase II factories can also be categorized by the

modifications carried by their polymerases, in particular, by the
residues in the heptad repeats in the CTD of the largest
catalytic subunit. Thus, “poised” factories contain phospho-Ser5
but not phospho-Ser2, while both residues are phosphorylated
in “active” ones.299 It remains to be seen how many other
modifications carried by the CTD48−51 will prove to be markers
for additional types of specialized factories.

8.2. Specialization Induced by Steroids and Cytokines

The way factories become specialized has been analyzed in a
few cases. For example, cells encoding both a tandem array of
200 promoters from the mouse mammary tumor virus
(MMTV) and a GFP-tagged glucocorticoid receptor (GR)
were treated with hormone; this induced binding of the GFP-

GR to the hitherto-inactive MMTV promoters, chromatin
decondensation, and their incorporation into transcriptionally
active foci, factories.59 Similarly, treatment of MCF-7 fibroblasts
with estrogen stimulates binding of the cognate receptor, ERα,
to many sites around the human genome; ChIA-PET (applied
with a “pull-down” of ERα) then shows that these sites tend to
coassociate, presumably in “ERα” factories.243 Other steroids300

and cytokines14 adopt a similar strategy. For example, TNFα
stimulates phosphorylation of NFκB and translocation into the
nucleus (Figure 12A) where it switches on many genes,
including SAMD4A. Before stimulation, 4C and ChIA-PET
(applied with a “pull-down” of polymerase II) reveal that
SAMD4A contacts few other genes. However, within 10 min of
adding TNFα, it contacts many others that are both up-
regulated by the cytokine and bind NFκB (Figure 12B). RNA
FISH (using intronic probes) coupled to “super-resolution”
localization microscopy confirms that nascent transcripts
encoded by SAMD4A and some of these other responsive
genes lie together on the surface of 90-nm structures,
presumably “NFκB” factories. Another cytokine, transforming
growth factor β1 (TGFβ1), which signals through the SMAD
family of transcription factors to activate a different set of genes,
induces one responding gene (i.e., ETS2) to contact other
predominantly responders, presumably in “SMAD” factories.14

8.3. Factories Transcribing Noncoding Genes

One can easily imagine that coding and noncoding transcripts
might be produced in different factories because they need to
be processed in different ways. It seems this is so. For example,
some noncoding and conserved elements in K562 cells are
transcribed, and 4C shows they tend to contact each other.302

Similarly, ChIA-PET (applied using a “pull-down” of polymer-
ase II) uncovers many contacts between intergenic elements
that are copied into long noncoding RNAs.28 Furthermore, the
nuclease (Drosha) involved in the initial step of micro-RNA
(miRNA) processing acts cotranscriptionally303,304 − and so
presumably in a factory; the relevant pre-miRNAs then might
also all be produced in “miRNA” factories. This possibility was
tested by selecting three genes that both respond to TNFα and
encode miRNAs (i.e., MIR17HG, MIR155HG, MIR191); on
stimulation, all three associate with other genes that themselves
encode miRNAs (and these miRNAs target many mRNAs
down-regulated by TNFα).14 Therefore, the cytokine up-
regulates some genes that are transcribed in “NFκB” factories,
and represses others through the production of miRNAs made
in “NFκB/miRNA” factories.

8.4. Some Speculations on the Formation of Specialized
Factories

How might factories become specialized? We can only
speculate, but the scenario shown in Figure 12B is attractive.14

Before stimulation with a cytokine like TNFα, potentially
responding genes 2, 4, and 6 are “poised”299 near pre-existing
“naiv̈e” factories, which they visit every few minutes as they
diffuse through the nucleoplasm. Occasionally, promoters
might collide with polymerases in a factory, but few initiate
as the concentration of relevant transcription factors is low. On
stimulation, the relevant factor is imported into the nucleus
where it binds to responsive promoter 2 and stabilizes
attachment to a factory. Once productive transcription begins,
promoter 2 and any bound transcription factors are now
tethered to the factory. A bound factor may soon dissociate, but
it is likely to rebind immediately to a nearby binding site in
promoter 2. Alternatively, binding to responsive promoter 4 as
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it diffuses by will enhance that promoter’s chance of initiating.
Once it does, the local concentration of the factor increases
further, and a virtuous cycle is established; as responsive
promoter 6 is captured, factor concentration increases again,
and the factory evolves into one that predominantly, but not
exclusively, transcribes responding genes. Now the concen-
tration of the factor in and around the now-specialized factory
can be maintained (despite the homogenizing effects of
dissociation and diffusion) simply because the local concen-
tration of binding sites is so high (as is seen with the LacI
protein in bacteria).305 Note that this scenario sees factories
becoming gradually specialized after stimulation, so any
classification into “specialized” and “naiv̈e” becomes an
arbitrary (though convenient) one.
How many specialized factories of one type might there be?

Again, we can only speculate; one estimate points to SAMD4A
being able to access ∼8 of the 150−250 “NFκB” factories in a
HUVEC nucleus, out of a total of ∼2200 polymerase II
factories.14 How many different types of specialized factories
might there be? If factories evolve as described above, it will be
difficult to provide a meaningful answer, especially as some
factories transcribing TNFα-responsive genes also transcribe
others responding to TGFβ, and such an overlap clearly
facilitates the coregulation of different pathways.14 Even so, the
first analyses of the networks of contacts detected by Hi-C
point to the existence of many tens of different types of
factories.247,248

8.5. Modeling Specialized Factories

In a first step toward modeling genes associating with
specialized factories,306 two types of genes (X and Y) were
allowed to diffuse in a volume containing two types of
transcription factors and factories (1 and 2); after binding to a
factory of appropriate type (i.e., X to 1, and Y to 2), genes were
“transcribed” for a certain time before dissociating. Under
conditions where factors were limiting, increasing factor
concentration decreased gene colocalization more than
increasing factory number or nucleoplasmic volume. As
cytokines like TNFα induce cyclic import of their effectors
into nuclei,307 fluctuations in concentration of one transcription
factor were also analyzed; genes binding the fluctuating factor
colocalize more than those associating with another factor
present at a constant (average) concentration.

9. REGULATION
The rate of transcription of the gene encoding rat growth
hormone can vary over 8 orders of magnitude,308 but deleting
local elements like promoters and enhancers reduces expression
in transient transfection assays by only 3 orders.309 Clearly,
additional factors, which are often described by the term
“context”, must contribute to the missing 5 orders. Perhaps the
most significant part of this “context” involves the position of a
gene on a chromosome, as genetic screens have shown that any
gene can be completely silenced by translocation close to a
breakpoint in heterochromatin.111,310 The basis for such
“position effects” has been mysterious, but intuition suggests
that tethering a promoter close to, or distant from, a factory
containing the appropriate polymerase and transcription factors
will determine whether or not that promoter can diffuse to the
factory and so initiate.31,311−313

9.1. Modeling a Loop Attached to a Factory

A simple case has been modeled, and it confirms the intuition
described above. One (typical) 77-kbp loop attached to a 75-

nm factory was allowed to “diffuse” in a computer, and the
frequency with which a promoter in the loop occupied a
binding zone on the factory was determined.314 In Figure 13A,

a promoter anywhere in the black segment has too short a
tether to reach back and enter the green binding zone on the
factory surface, and so can never be active; this may underlie
“transcriptional interference”, where activity of one gene (which
would then be at the tethering point) prevents firing of a
neighboring promoter.312,315 In contrast, a promoter in the
“hot” (red) segment can often access the binding zone, and
when in the “cold” (gray) segment less so. Clearly, positioning
a promoter in a “hot” segment should increase firing. We might
also expect “hot” and “cold” segments to represent eu- and
heterochromatin, respectively, and we note that increasing loop
length, thickness, and rigidity (all typical of heterochromatin)
all reduce access to the binding zone.

Figure 13. (A) Modeling the initiation frequency of a promoter placed
at different positions in a chromatin loop. Monte Carlo simulations
indicate a “hot” promoter in a proximal segment (red) in a typical
human loop is more likely to collide with a polymerase in the green
site on the surface of a factory (and so initiate) than a “cold” one in a
more distant segment (gray). Proximal and distal segments would then
have eu- and heterochromatic character, respectively. Modified with
permission from ref 314. Copyright 2006 Elsevier. (B) A parsimonious
model for enhancer/silencer function. (i) Transcription unit b binds to
the factory (red sphere) and is transcribed; as a result, gene c is
tethered in the “hot” halo close to the red factory and so is also likely
to be transcribed (if “red” transcription factors are present, and if the
red factory contains the appropriate factors). In other words, b acts as
an enhancer of c. Another factory (purple) is also shown. (ii) The
structure is the same as in (i), but we are at a different stage during
development. Unit b has attached as before, but different transcription
factors are now bound to c (purple), enhancing its affinity for a
different transcription factory (also purple). Even though c is in the
“hot” zone around the red factory, it remains unlikely to be
transcribed. In this case, b has silenced c by distancing it from its
favored (purple) factory. Adapted from ref 316. Copyright 2011
Landes Bioscience.
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At the level of a single gene, transcription occurs sporadically
and cyclically, with successive initiations producing a “burst” of
transcripts followed by silence.317−319 Such “bursting” is usually
explained by remodeling a permissive chromatin state into a
restrictive one.320 We suggest that if transcription unit b in
Figure 13B,i is a long one, c will remain tethered in the “hot”
zone for a long time, and this will drive repeated initiations in
the factory and so “bursting”.53,184 This idea is supported by an
examination of the changing conformations of SAMD4A after
stimulation with TNFα.15 High-resolution RNA FISH was
applied to localize (with 30-nm precision) nascent transcripts
(used as proxy markers for transcribing polymerases); the
promoter fired over and over again to produce a burst, and 3C
confirmed the conformations indicated by the RNA FISH. In
addition, Monte Carlo simulations yielded results inconsistent
with a polymerase binding to the promoter and then tracking
down the template; instead, only simulations involving the
appropriate distance to adjacent tethering points, a rigidity
characteristic of a euchromatic chromatin fiber, and the known
interfactory distance gave good fits to the experimental data.15

9.2. A Parsimonious Model for Gene Regulation

Motifs like enhancers, silencers, insulators/barriers, and domain
borders/boundaries all influence gene expression. Each was
seen as different from the others, and each works in a different
way. For example, four models have been proposed to describe
the molecular mechanism underlying enhancer activity: (i) the
“tracking” model involves a protein loading on to the enhancer
and then tracking down the fiber to the promoter where it
stimulates transcription,321 (ii) in the “linking” model, a protein
loaded on the enhancer drives protein polymerization toward
the promoter,322 (iii) the “relocation” model has the target gene
relocating to a nuclear compartment where enhancer−
promoter interactions are favored and/or stabilized,108,323 and
(iv) the “looping” model sees direct contact between an
enhancer and its target promoter.324−327 Similarly, insulator
function is described by the “roadblock”, “sink/decoy”, and
“topological loop” models.328−331

Despite the obvious differences implied by these models, the
distinctions between the motifs are becoming ever more
blurred. Thus, enhancers were originally characterized by their
ability to act positively both in cis and in trans;322 however, they
are now described just as promoters193 that fire to generate
noncoding enhancer RNAs (eRNAs).332,333 Like promoters,
they are hyper-sensitive to DNase I, and carry the same
characteristic histone modifications (e.g., H3K4me1); signifi-
cantly, they bind RNA polymerase II.333−336 Silencers, on the
other hand, were motifs that prevented gene expression,328,337

but recent genome-wide analyses fail to distinguish them from
enhancers.246,338 Insulators traditionally subdivided local
regions of the genome into functionally autonomous
domains,339 while barriers, boundaries, and borders all
demarcate larger domains and act to prevent heterochromatin
spreading into euchromatin and/or the other motifs from
interacting with their targets.331 However, all turn out to be
promoters marked by bound polymerase.246,312,330,340−342 For
example, Hi-C shows that a human (or mouse) sequence
within one domain interacts more with other sequences in the
same domain, as compared to those in neighboring domains,
much as citizens in one valley rarely cross a watershed into
another valley. Yet, on crossing a border (or watershed), the
direction of the “average” interaction suddenly changes
direction.246 Remarkably, these borders/boundaries are en-

riched in promoters (marked by H3K4me1 plus nascent RNA),
tRNA genes plus Alu repeats, and CTCF (but only ∼15%
CTCF sites are at boundaries), again all markers of active
transcription units. Clearly, we need to reevaluate the roles and
mechanisms of all of these motifs.
We propose313 a speculative, unifying model: we suggest all

of these motifs are simply transcription units, and each can act
as one or other motif depending on the surrounding “context”,
which is simply proximity to the appropriate factory. Consider,
for example, Figure 13B,i where the nongenic transcription
unit, b, is transcribed in the red factory; as a result, gene c is
tethered in the “hot” halo close to the same factory, and so is
likely to initiate if the appropriate transcription factors are
present. So b is an enhancer of c. But if c utilizes a factor
concentrated in the purple factory (Figure 13B,ii), it may
collide with the red factory, but it will be unlikely to initiate (as
the appropriate factors are absent). Now, b is a silencer of c
(Figure 13B,ii). Also, if a, b, and c can all readily access the
appropriate factory on the left, but find only inappropriate
factories to the right (e.g., polymerase III factories), they will
find themselves at a border; even if they diffuse over the
watershed, they will be unable to bind stably to a factory on the
other side.
The above discussion centers on activity, but can this model

be extended to explain the inactivity of whole domains? We
suggest it can, but to do so we must dispel the old idea that
heterochromatin is transcriptionally inert. First, we now know
that ongoing transcription is required to maintain hetero-
chromatin in yeast and plants.343 Second, even the deepest
heterochromatin formed by the centromeric regions of wheat
contains a density of transcription factories per unit volume
similar to that of euchromatin.344 Finally, genome-wide
profiling of different mammalian cells shows that the large
heterochromatic blocks of hundreds of kbp known as LOCKs
(large organized chromatin K9 modifications), which carry
repressive histone marks like H3K9me2/3 and overlap LADs
(lamin associated domains), are nevertheless interspersed with
small euchromatic islands. Significantly, these islands are
generally hypersensitive to DNase I, bind CTCF, and carry
active histone modifications (i.e., H3K4me3, H3K9ac), all
characteristic of active transcription units (which are associated
with factories).345 Therefore, we imagine that two adjacent
euchromatic islands may be transcribed in the same factory, and
that the long intervening segment will then constitute a loop
that will acquire repressive chromatin marks (Figures 2 and
13A); in turn, these marks will stabilize aggregation with
existing heterochromatin in the interior (to form chromo-
centers) or at the periphery, driven by the affinity of
appropriately modified histones for the lamina,346 and/or the
depletion attraction (Figure 10).347

We now describe how the interplay between the number of
factories and the contour length of the associated loops might
underpin some global changes occurring during differentiation.
Here, we discuss results obtained with totipotent (mouse) ES
cells (embryonic stem cells) as they are induced by retinoic acid
to differentiate into two distinct populations with roughly one-
half and double the nucleoplasmic volume.177,179 Both the total
numbers of factories and molecules of active polymerase II
track the changes in nucleoplasmic volume, as factory diameter
and density remain constant. [A similar trend is seen when ES
nuclei are compared to salamander nuclei possessing an 11-fold
larger genome.] As the different mouse cells contain the same
amount of DNA, and as active polymerases are major molecular
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ties, it then follows that loop length must rise as polymerase
numbers fall. We suggest that the nucleoplasm then shrinks
spontaneously; doubling loop length increases the radius, r, of
the volume occupied by one randomly folded loop ∼1.5-
fold,314 and r will become close to unity if the “extra” DNA out
in the loop is now packed into heterochromatin. The system
then is self-regulatory, with changes in loop length having little
effect on factory density (despite changes in nucleoplasmic
volume).
If proximity to the appropriate factory determines gene

activity, what are the major determinants of a gene’s position in
3D nuclear space? Consider, for example, one allele of the
human gene, SAMD4A (Figure 14). As the nucleus is self-

organizing, statements about its position will necessarily be
probabilistic (not absolute), and, as the structure has so many
components, no two cells will ever possess identical structures
(even in sister cells). Moreover, position changes from moment
to moment: in less than a minute, the promoter can move ∼1
μm passively by diffusion,13 or actively as a fixed polymerase
transcribes (at ∼3 kbp/min). [As one allele diffuses, the other
might be transcribed.37,38] The position of SAMD4A will then
depend on the resolution of various conflicting forces. In some,
but not all, cells in the population, the chromosome encoding
one allele might associate with polymerase I factories in a
nucleolus (as it carries a NOR), and different (heterochro-
matic) G bands will tend to bind to different parts of the lamina
or different internal chromocenters. At the local level, distance
from domain boundaries and the appropriate factory will
depend on stochastic variation and the past history of that
particular cell with its unique concentration of different
transcription factors. Finally, we would like to stress that the
model described above should not be viewed as deterministic;
rather we imagine that the system integrates the conflicting
forces (which include the effects of transcriptional noise348,349)
in much the same way that a spider’s web integrates the
struggles of any trapped flies to inform activity.

10. CONCLUSIONS AND PERSPECTIVES

Different cellular regions specialize in performing different
biochemical functions so that high local concentrations can
drive productive interaction, and there are two ways of
maintaining such concentrations, enclosure in a membrane
(as in mitochondria, where energy production depends upon
membrane integrity) and clustering (as in the case discussed
here).43,81,88,350 The attachment of an active RNA polymerase
to a cluster, the factory, has several important consequences.
First, the polymerase is inevitably immobilized, and this means
we must reevaluate how this vital machine works. By analogy,
we should also reconsider whether all polymerases, including
those involved in replication (section 2.1), repairing damage in
DNA,20,351 reverse transcription,352 and synthesizing telo-
meres,22 are also immobilized when active. Second, RNA
polymerase becomes the major structural component of the
chromatin loop by acting as the critical molecular tie;
consequently, it also becomes the major determinant of
genome organization. It then seems likely that pre-existing
transcription factories will nucleate the formation of new
factories that work on DNA in different ways, including those
involved in replication,353 repair,351 and recombination.81 This
organization also has obvious implications for genome
rearrangements and cancer.255,354−358 Moreover, we should
also look to the polymerase as the major effector of the genome
reorganization that occurs during, for example, mitosis359 and
chromosome pairing.360−362 Third, proximity to the appro-
priate factory then becomes the critical determinant of whether
or not a gene is transcribed. As a result, analysis of the
expression of a gene best begins with a complete inventory of
all flanking transcription units, coexpressed genes, and the 3D
distances between them and relevant factories. Moreover, we
would expect coregulated genes to be so positioned in 2D
sequence space on the chromosome that they might visit the
same specialized factories, and they are.363−366

While the evidence for the existence of factories in
mammalian cells, and the immobilization of active RNA
polymerases within them, is convincing, it is nevertheless
indirect. Therefore, we now need to visualize factories in living
cells, and watch individual polymerases and promoters as they
diffuse through the nucleus to come together with others in a
factory to be transcribed. Fortunately, tagging with fluorescent
proteins and “super-resolution” techniques now allow us to
monitor such interactions in ever-sharper detail.367 We also
need to isolate the different kinds of factories and characterize
their molecular contents. Unfortunately, biochemical techni-
ques for analyzing such large and polymorphic structures have
yet to be developed. Perhaps the greatest challenge of all is the
development of ways to analyze and visualize a functional
genome, a 3D network of transcription units (both coding and
noncoding) tethered to ever-changing factories through
transient attachments. We have argued it is this network that
represents the “context” that underlies gene expression.
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Figure 14. Major determinants of the position of a typical inducible
gene in 3D nuclear space. SAMD4A lies on human chromosome 14
(ideogram shown) with a NOR encoding 45S rDNA repeats (red), the
centromere (with α-satellite repeats; gray), a SAMD4A-proximal gene
desert (purple), and downstream genes encoding a miRNA (pink) and
tRNA (green). The nuclear position of SAMD4A depends on the
resolution of various conflicting forces that drive attachment (arrows
reflect relative strengths) of the NOR to nucleolar factories,
centromeric repeats to heterochromatin (and so to the lamina,
chromocenter, or perinucleolar region), SAMD4A to a “NFκB” factory
(when NFκB is present), and nearby genes to their cognate
(specialized) factories. Boundaries flanking SAMD4A represent zones
that fail to nucleate the formation of the appropriate kinds of factory
for its transcription.
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